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1. Introduction 

Current digital broadcasting networks throughput rates are insufficient 

to handle raw video data in real time, even if low spatial and temporal res-

olution (i.e. frame size and frame rate) has been selected. Towards alleviat-

ing the network bandwidth requirements for efficient transmission of audi-

ovisual content, coding/compression techniques have been applied on raw 

video data, performing compression on both temporal and spatial redun-

dancy of the content. 

More specifically, coding applications that are specialized and adapted 

in broadcasting digitally encoded audiovisual content have known an ex-

plosive growth in terms of development, deployment and provision. Video 

coding is defined as the process of compressing and decompressing a digi-

tal video sequence, which results in lower data volumes, besides enabling 

the transmission of video signals over bandwidth-limited means, where 

uncompressed video signals would not be possible to be transmitted.   

In this multi-evolutionary environment, the new era of digital video 

broadcasting has arrived and the beyond typical analog-based transmission 

for broadcasting services is a fact, setting new research challenges for the 
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assessment of Perceived Quality of Service (PQoS) under the latest video 

encoding and broadcasting standards.   

The majority of the compression standards have been proposed by the 

International Telecommunication Union (ITU) and the International Or-

ganization for Standardization (ISO) bodies, by introducing the following 

standards H.261, H.263, H.263+, H.263++, H.264, MPEG-1, MPEG-2, 

MPEG-4 and MPEG-4 Advanced Video Coding (AVC). Some of the 

aforementioned standards were developed in partnership of ITU with Mov-

ing Pictures Expert Group (MPEG), under the venture name Joint Video 

Team (JVT), exploiting similar coding techniques developed by each body 

separately. 

Each standard was designed and targeted a specific service and applica-

tion, featuring therefore specific parameters and characteristics. For exam-

ple MPEG-1 was proposed by MPEG in order to be used by the Video 

Compact Disc (VCD) medium, which stores digital video on a Compact 

Disc (CD) with a quality almost similar to that of an analog VHS video. In 

1994 MPEG-2 was proposed for encoding audiovisual content for broad-

cast signals, exploiting interlace format. MPEG-2 is also the coding format 

used by the widely successful commercial Digital Versatile Disc (DVD) 

medium, while the latest H.264, or MPEG-4 Part 10 AVC aims at provid-

ing high broadcasting video quality at very low bit rates on a wide variety 

of applications, networks and systems or High Definition resolution 

through Blu-Ray Discs and Multimedia content. 

Video compression standards exploit in their algorithms the high simi-

larity of the depicted data in the spatial, temporal and frequency domain 

within and between subsequent frames of a video sequence [1]. Correlating 

this redundancy in these three domains, it is achieved data compression 

against a certain amount of visual data loss, which from the one hand can-

not be retrieved but on the other hand it is not perceived by the viewers, 

since it is not conceived by the mechanisms of the Human Visual System. 

Therefore, MPEG-based coding standards are characterized as lossy 

techniques, since they provide efficient video compression at the cost  of a 

partial loss of the data and subsequently video quality degradation of the 

initial signal. Due to the fact that the parameters with strong influence on 

the video quality are normally those which play the most important role in 

the bit rate during the encoding/compression process, the issues of the user 

satisfaction and video quality assessment in correlation with the encoding 

parameters have been raised.   

One of the future visions is the provision of audiovisual content at vari-

ous quality and price levels. There are many approaches to this issue, one 

being the Perceived Quality of Service (PQoS) concept. The evaluation of 

the PQoS for audiovisual content will provide a user with a range of poten-
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tial choices, covering the possibilities of low, medium or high quality lev-

els. Moreover the PQoS evaluation gives the service provider and network 

operator the capability to minimize the storage and network resources by 

allocating only the resources that are sufficient to maintain a specific level 

of user satisfaction. 

The evaluation of the PQoS is a matter of procedures, each time taking 

place after the encoding process (post-encoding evaluation). The methods 

and techniques that have been proposed in the bibliography mainly aim at: 

- Determining the encoding settings (i.e. resolution, frame rate, bit 

rate) that are required in order to carry out successfully a communication 

task of a multimedia application (i.e. video conference).  

- Evaluating the quality level of a media clip based on the detection 

of artefacts on the signal caused by the encoding process.  

A content/service provider, depending on the content dynamics, must 

decide for the configuration of the appropriate encoding parameters that 

satisfy a specific level of user satisfaction. 

Currently, the determination of the encoding parameters that satisfy a 

specific level of video quality is performed by recurring subjective or ob-

jective video quality assessments, each time taking place after the encod-

ing process (repetitive post-encoding evaluations). However, subjective 

quality evaluation processes of video streams require large amount of hu-

man resources, establishing it as an impractical procedure for a service 

provider. Similarly, the repetitive use of objective metrics on already en-

coded sequences may require numerous test encodings for identifying the 

specified encoding parameters, which is also time consuming and finan-

cially unaffordable from a business perspective. 

Once the broadcaster has encoded appropriately the offered content at 

the preferred quality level, then the provision of the service follows. Digi-

tally video encoded services, due to their interdependent nature, are highly 

sensitive to transmission errors (e.g. packet loss, network delay) and re-

quire high transmission reliability in order to maintain between sender and 

receiver devices their stream synchronization and initial quality level. Es-

pecially, in video broadcasting, which is performed over wireless envi-

ronments, each transmitted from one end video packet can be received at 

the other end, either correctly or with errors or get totally lost. In the last 

two cases, the perceptual outcome is similar, since the decoder at the end-

user usually discards the packet with errors, causing visual artefact on the 

decoded frame and therefore quality degradation.  

In this context, this chapter discusses the various PQoS-related aspects 

that are involved in the end-to-end video quality assessment of MPEG-

based broadcasting services, focusing on:  
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i. The assessment methods of the encoded broadcasting service, 

which aim at specifying a specific video quality level in terms of encoding 

bit rate and content dynamics.  

ii. The impact of transmission impairments, such as the packet loss 

ratio during the transmission, on the respective cross QoS-related layers 

and delivered video quality level respectively. 

The rest of the chapter is organized as follows: The next section presents 

and discusses both on the subjective and objective video quality assess-

ment methods that have been proposed and are applied on digitally encod-

ed and compressed video signals. Afterwards, it is discussed the impact of 

various transmission conditions and impairments, such as packet loss oc-

curred by bad transmission conditions, on the deduced perceptual quality. 

In this context, it is described how this impact can be modelled in a deter-

ministic way across the various QoS layers of the broadcasting service in 

terms of video quality degradation over error-prone transmission channel. 

Finally, the last section concludes the chapter. 

2. Video Quality Assessment Methods at the 
Encoding/Generation Phase 

The advent of quality evaluation was the application of pure error-based 

sensitive framework between the encoding and the original/uncompressed 

video sequence. These primitive methods, although they provided a quanti-

tative approach of the quality degradation between the encoded and origi-

nal signals, they did not provide reliable measurements of the perceived 

quality, because they miss out the characteristics and sensitivities of the 

Human Visual System. In this context, the most widely used primitive 

methods and quality metrics that used an Error Sensitivity framework are 

the Peak Signal to Noise Ratio (PSNR) and the Mean Square Error (MSE). 

Over the last years, emphasis has been put on developing methods and 

techniques for evaluating the perceived quality of digital video content 

mainly during the encoding process. These methods are categorized into 

two classes [2] : The subjective and objective ones. 

• The subjective test methods involve an audience of people, who 

watch a video sequence and score its quality as perceived by them, 

under specific and controlled watching conditions. 

The subjective assessment methods are further classified into classes 

depending on the test procedure, which may include simultaneous viewing 

of both degraded and original video signal (double stimulus methods) or of 

only one signal at a time (single stimulus methods). 
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• The objective evaluation methods, which successfully emulate the 

results that are derived from subjective quality assessments, based 

on criteria and metrics that can be measured objectively.  

The objective assessment methods are further classified into classes, ac-

cording to the procedure of the quality evaluation, depending on the re-

quirement of the initial uncompressed and non-degraded content into the 

evaluation process. Based on this categorization, the assessment methods 

are named as Full Reference, Reduced Reference or No-Reference meth-

ods, representative of the requirement or not of the initial uncompressed 

signal. The next sections discuss and present the most popular subjective 

and objective assessment method categories. 

2.1 Subjective Assessment Methods 

The subjective test methods have been mainly proposed by International 

Telecommunications Union (ITU) and Video Quality Experts Group 

(VQEG), involving an audience of people, who watch and score the quali-

ty of a video sequence as perceived by them, under specific and controlled 

watching conditions. Afterwards, the statistical analysis of the collected 

data is used for the evaluation of the perceived quality, usually exploiting 

the Mean Opinion Score (MOS) as the most reliable and typical metric of 

quality measurement.  

Subjective test methods are described in ITU-R Rec. BT.500-11 [3] and 

ITU-T Rec. P.910 [4], suggesting specific viewing conditions, criteria for 

observers and test material selection, assessment procedure description and 

statistical analysis methods. The ITU-R Rec. BT.500-11 described subjec-

tive methods that are specialized for television applications, whereas ITU-

T Rec. P.910 is intended for multimedia applications. 

The subjective methods depending on the number of the simultaneous 

sequences under test are mainly classified as single or double stimulus 

when one or two signals are used respectively [5].  

In the Single Stimulus Methods multiple separate scenes are shown 

simultaneously and the viewers are asked to evaluate each one separately. 

Depending on the playback order of the test signals, there SS methods are 

classified to two approaches: SS with no repetition of test scenes and SS 

where the test scenes are repeated multiple times. Three different scoring 

methods are used: Adjectival, Numerical and Non-categorical (i.e. a con-

tinuous scale with no numbers). Representative single stimulus methods 

are the following:  

▪ Single Stimulus Method (SSM) 
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▪ Absolute Category Rating (ACR) 

▪ Single Stimulus Continuous Quality Evaluation (SSCQE) 

In the Double Stimulus Methods, the observers watch multiple refer-

ences and degraded scene pairs. The order of the reference scene relative 

to the degraded one may differ depending on the implemented method. Al-

so the viewers may not be aware of which signal is the reference and/or the 

degraded one. Scoring is usually on an overall impression scale of impair-

ment either using adjectival or non-categorical scale. Representative dou-

ble stimulus methods are the following: 

▪ Double Stimulus Continuous Quality Evaluation (DSCQE) 

▪ Double Stimulus Impairment Scale (DSIS) 

▪ Degradation Category Rating (DCR) 

▪ Pair Comparison method (PC) 

2.2 Objective Assessment Methods 

The preparation and execution of subjective tests is costly and time con-

suming and its implementation today is mainly limited to scientific pur-

poses, especially at Video Quality Experts Group (VQEG) experiments.  

For this reason, a lot of effort has recently been focused on developing 

cheaper, faster and easier applicable objective evaluation methods. These 

techniques successfully emulate the subjective quality assessment results, 

based on criteria and metrics that can be measured objectively. The objec-

tive methods are classified, according to the availability of the original 

video signal, which is considered to be in high quality. 

The majority of the proposed objective methods in the literature require 

the undistorted source video sequence as a reference entity in the quality 

evaluation process, and due to this are characterized as Full Reference 

Methods [6]. The methods perform multiple channel decomposition of the 

video signal, where the proposed objective method is applied on each 

channel, which features a different weigh factor according to the character-

istics of the Human Visual System. The basic block diagram of the full 

reference methods with multiple channels is depicted on Figure 1. These 

methods emulate characteristics of the Human Visual System (HVS) using 

Contrast Sensitivity Functions (CSF), Channel Decomposition, Error 
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Normalization, Weighting and finally Minkowski error pooling for com-

bining the error measurements into single perceived quality estimation [7]. 

 
Figure 1. Full Reference Methods with multiple channels 

 

Similarly, in the bibliography it has been proposed some full reference 

methods of single channel, where the proposed objective metric is applied 

homogeneously on the video signal, without considering varying weight 

functions. The block diagram of these methods is depicted on Figure 2. 

However it has been reported [8, 9] that these complicated methods do not 

provide more accurate results than the simple mathematical measures 

(such as PSNR). Due to this some new full reference metrics that are based 
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on the video structural distortion, and not on error measurement, have been 

proposed [7, 10-13]. 

 

 
Figure 2. Full Reference Methods with single channel 

 

On the other hand, the fact that these methods require the original video 

signal as reference deprives their use in commercial video service applica-

tions, where the initial undistorted clips are not always accessible. Moreo-

ver, even if the reference clip is available, then synchronization predica-

ments between the undistorted and the distorted signal (which may have 

experienced frame loss) make the implementation of the Full Reference 

Methods difficult and impractical.  

Due to these reasons, the recent research has been focused on develop-

ing methods that can evaluate the PQoS level based on metrics, which use 

only some extracted structural features from the original signal (Reduced 

Reference Methods) [14, 15]. The block diagram of the reduced reference 

methods is depicted on Figure 3. 
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Finally, some methods and techniques have been proposed in the bibli-

ography that do not require any reference video signal (No Reference 

Methods) [16, 17]. 

Nevertheless, due to the fact that the future vision is the provision of au-

diovisual content at various quality and price levels [18], there is great 

need for developing methods and tools that will help service providers to 

predict quickly and easily the PQoS level of a media clip. These methods 

will enable the determination of the specific encoding parameters that will 

satisfy a certain quality level. All the previously mentioned post-encoding 

methods may require repeating tests in order to determine the encoding pa-

rameters that satisfy a specific level of user satisfaction. This procedure is 

time consuming, complex and impractical for implementation on the 

broadcasting services.  

 

 
Figure 3. Reduced Reference Methods  

 

Towards this, recently it has been performed research in the field of pre-

encoding estimation and prediction of the PQoS level of a multimedia ser-

vice as a function of the selected resolution and the encoding bit rate [19-

24]. These methods provide fast and quantified estimation of the PQoS, 
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taking into account the instant PQoS variation due to the Spatial and Tem-

poral activity within a given encoded sequence. Quantifying this variation 

by the Mean PQoS (MPQoS) as a function of the video encoding rate and 

the picture resolution, it is finally used the MPQoS as a metric for pre-

encoding PQoS assessment based on the fast estimation of the spatiotem-

poral activity level of a video signal.  

3. Video Quality Issues during Service Transmission: 
Translation between PQoS, AppQoS and NQoS  

This section discusses how the transmission errors and impairments of the 

transmission channel are mapped to the various QoS-related layers of the 

broadcasting service. More specifically the following sub-sections refer to 

the Perceived QoS (PQoS), Application QoS (AppQoS) and Network QoS 

( NQoS) layers, discussing the various aspects of their cross mapping. 

Once the broadcaster has encoded appropriately the offered content at 

the preferred quality level, then the provision of the service follows. Digi-

tally video encoded services, due to their interdependent nature, are highly 

sensitive to transmission errors (e.g. packet loss) and require high trans-

mission reliability in order to maintain between sender and receiver devic-

es their stream synchronization and initial quality level. Especially, in vid-

eo broadcasting, which is performed over wireless environments, each 

transmitted from one end video packet can be received at the other end, ei-

ther correctly or with errors or get totally lost. In the last two cases, the 

perceptual outcome is similar, since the decoder at the end-user usually 

discards the packet with errors, causing visual artifact on the decoded 

frame and therefore quality degradation.  

The issue of mapping the perceptual impact of transmission errors (like 

packet loss) during the broadcasting on the delivered perceptual video 

quality at the end-user is a fresh topic in the field of video quality assess-

ment since the relative literature appears to be limited with a small number 

of relative published works.  

In this framework, [25] proposed a very analytical statistical model of 

the packet-loss visual impact on the decoding video quality of MPEG-2 

video sequences, specifying the various factors that affect the perceived 

video quality and visibility (e.g. Maximum number of frames affected by 

the packet loss, on what frame type the packet loss occurs etc). However, 

this study focuses mainly on the pure study of the MPEG-2 decoding ca-

pabilities, without considering the parameters of the digital broadcasting or 

the latest encoding standards.   
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Similarly, in [26] is presented a transmission distortion model for real-

time video streaming over error-prone wireless networks. In this work, an 

end-to-end video distortion study is performed, based on the modeling of 

the impulse propagation error (i.e. the visual fading behavior of the decod-

ing artifact).  

The deduced model, although it is very accurate and robust, enabling the 

media service provider to predict the transmission distortion at the receiver 

side, is not a generic one. On the contrary, it is highly dependent on the 

video content dynamics and the selected encoder settings. More specifical-

ly, it is required an initial quantification of the spatial and temporal dynam-

ics of the content, which will allow the appropriate calibration of the mod-

el. This prerequisite procedure (i.e. adapting the impulse transmission 

distortion curve based on the least mean square error criteria) is practically 

inapplicable by an actual content creator/provider. Moreover, the strong 

dependence of the proposed model on the spatiotemporal dynamics of the 

content deprives its implementation on sequences with long duration and 

mixed video dynamics, since not a unique impulse transmission distortion 

will be accurate for the whole video duration. 

Regarding the mapping between the various discrete QoS layer (i.e. 

PQoS/AppQoS/NQoS), Table 1 defines the representative metrics of each 

level, which must be used and considered into any relative mapping pro-

cess or model: 
Table 1: Metrics of each QoS Level 

Service QoS Level Application QoS Level Network QoS Level 

User Satisfaction  

PQoS level 

Terminal Specifications 

Decodable Frame Rate 

Decoding Threshold 

Encoding Parameters 

Packet Loss Ratio 

Packet Loss Scheme 

Packet Size 

 

At the service QoS level, the critical metric is the user satisfaction (i.e. 

PQoS level). The evaluation of the PQoS for audiovisual content will pro-

vide a user with a range of potential choices, covering the possibilities of 

low, medium or high quality levels (i.e. gold, silver and bronze services). 

Moreover the PQoS evaluation gives the service provider and network op-

erator the capability to minimize the storage and network resources by al-

locating only the resources that are sufficient to maintain a specific level of 

user satisfaction. 

As it has been already mentioned and explained in the previous sections, 

the evaluation of the PQoS is a matter of objective and subjective evalua-

tion procedures, each time taking place after the encoding process (post-

encoding evaluation). Subjective quality evaluation processing of video 
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streams (PQoS evaluation) requires large amount of human resources, es-

tablishing it as a time-consuming process (e.g. large audiences evaluating 

video/audio sequences). Objective evaluation methods, on the other hand, 

can provide PQoS evaluation results faster, but require large amount of 

machine resources and sophisticated apparatus configurations. Towards 

this, objective evaluation methods are based and make use of multiple met-

rics, which are related to the content’s artifacts (i.e. tilling, blurriness, error 

blocks, etc.) resulting from the quality degradation due to the encoding 

process (see Figure ).  

 
Figure 4: Concept of the PQoS evaluation 

 

At the AppQoS level, given that during the encoding process quality 

degradation of the initial video content (see Figure 4) is incurred, the val-

ues of the encoding parameters (i.e. bit rate, resolution) play a major role 

in the resulting PQoS. Thus, the various encoding parameters must be used 

as metrics in quantifying the deduced PQoS level. If we also consider addi-

tional degradation due to transmission problems (i.e. limited bandwidth, 

network congestion), which finally result in packet loss at the video packet 

receiver during the service transmission, then the Decodable Frame Rate 

can be considered as a metric for quantifying this phenomenon. The De-

codable Frame Rate Q is an application-level metric, with values ranging 

from 0 to 1.0. The larger the value of Q, the higher the successful decoding 

rate at the end-user. Q is defined as the fraction of decodable frame rate, 

which is the number of decodable frames (i.e. frames that are theoretically 

able to be decoded without considering the post-filtering or error conceal-

ment abilities of each decoder) over the total number of frames sent by a 

video source.  
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Since different codec and transmission techniques have different toler-

ance to packet loss, the theoretically expected decoding threshold will be 

also used as a metric in order to define the impact of the packet loss ratio 

on the frame loss ratio. A theoretical decoding threshold equal to 1.0 

means that only one packet loss results in unsuccessful decoding of the 

corresponding frame, to which the missing packet is a part of. 

Finally, at the NQoS level the metrics Packet Loss Ratio, Packet Loss 

scheme and Packet Size may be considered as key parameters. Although, it 

is obvious that other network statistics and phenomena may be present 

over a broadcasting network (e.g. jitter, delay), however all these parame-

ters are quantified into the packet loss effect, since this is the final outcome 

of all these network QoS-sensitive parameters at the video packet receiver. 

Otherwise, if no packet loss occurs due to these phenomena, then sophisti-

cated buffer techniques may eliminate their impact. Thus, with the appro-

priate approach the packet loss ratio can be considered as adequate param-

eter and used as a network metric to the PQoS-NQoS and NQoS-PQoS 

mapping. Regarding the various packet loss schemes (e.g. unified, bursty 

etc.), due to the stochastic nature of the PQoS degradation over an error-

prone broadcasting channel, for reference purposes focus must be given on 

identifying the packet loss scheme, which provides the worst case scenario 

in terms of affecting the decodable frame rate (i.e. the delivered PQoS lev-

el) for specific packet loss ratio.   

More detailed explanation of each metric and description of its scope 

and role is presented in the following sub-sections following two discrete 

directions from PQoS down to NQoS and the opposite one from the NQoS 

up to the PQoS.  

3.1 PQoS to AppQoS and NQoS mapping 

The mapping of the PQoS to the AppQoS covers the relationship be-

tween the service and the application level. Based on a predefined percep-

tual quality at PQoS, then the appropriate parameters at the application 

level (frame rate, bit rate, codec) are determined. The mapping is based on 

empirical data that are derived from subjective or objective quality as-

sessments for different genres of content.  

Concerning the initial preparation of the content at the request-

ed/targeted PQoS level, a method for mapping the content dynamics/genre 

of the video to the encoding parameters that satisfy the requested/specific 

level of user satisfaction is necessary. Taking into account the instant 

PQoS variation due to the spatiotemporal activity within a given MPEG 

encoded content, the respective Mean PQoS (MPQoS) as a function of the 
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video encoding rate can be exploited as a metric for objective video quality 

assessment. Based on the proposed metric, this task will derive a reference 

table containing the encoding bit rate that satisfies specific quality (i.e. 

PQoS) levels depending on the spatiotemporal activity of the requested 

content.  

Towards the specification of these reference MPQoS vs. bitrate rules, an 

objective quality meter tool of the PQoS level may be used, providing ob-

jective PQoS assessment for each frame within a video clip. The graphical 

representation of these results vs. time, demonstrates the instant PQoS of 

each frame within the video clip, besides indicating the Mean PQoS 

(MPQoS) of the entire video (for the whole clip duration). Similar experi-

ments will be conducted for the MPQoS calculation of the same video con-

tent, each time applying different encoding parameters. The results of 

these experiments will be used to draw-up experimental curves of the 

MPQoS of the given video content, as a function of the encoding parame-

ters. The same procedure will be repeated for a set of video sequences, 

each one with different spatiotemporal activity level.  

More specifically, considering three discrete spatiotemporal categories 

(i.e. high, medium, low) and their respective MPQoS vs bitrate equations, 

the service provider should be able to specify the bit rate that satisfies a 

specific perceptual quality level. Figure 5 depicts the concept of this ap-

proach and the expected form of the PQoS vs. Bit Rate dependence as it 

has been reported in the relative literature [21, 27] due to the logarithmic 

sensitivity of the Human Visual System - HVS. 

 
Figure 5: PQoS vs. bitrate curves for various spatiotemporal contents 
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As depicted in Figure 5, Curve (A) represents a video clip with low 

temporal and spatial dynamics, i.e. whose content has “poor” movements 

and low picture complexity. Such a curve can be derived, for example 

from a talk show. Curve (C) represents a short video clip with high dynam-

ics, such as a football match. Curve (B) represents an intermediate case (a 

music video clip). Each curve -and therefore each video clip- can be char-

acterized by: (a) the low bit rate (BRL), which corresponds to the lower 

value of the accepted PQoS (PQL) by the end user (i.e. bronze service), (b) 

the high bit rate (BRH), which corresponds to the minimum value of the bit 

rate for which the PQoS reaches its maximum value (PQH) (i.e. gold ser-

vice, and (c) the shape of the curve, which is defined by the content dy-

namics. These parameters can be experimentally derived for reference 

purposes and further used for defining a generic equation for describing 

the MPQoS vs bitrate curves. Based on relative published research [21], 

the respective MPQoS vs. Bit Rate curves are successfully modeled as fol-

lows: 

 

MPQoS = [PQH - PQL] (1 – e -α [BR-BRL]) + PQL, α>0 and BR>BRL      

 

where the parameter α is the time constant of the exponential function, 

which determines the shape of the curve and BR the encoding Bit Rate of 

the service. 

The pre-encoding PQoS assessment nature of the described procedure 

alleviates both the machine resource requirements and the time consump-

tion of the already existing post encoding video quality assessment meth-

ods, making PQoS evaluation quick, easy and economically affordable for 

commercial implementations. 

The mapping of AppQoS to NQoS deals with the translation of applica-

tion level parameters to parameters of the underlying network level. Mul-

timedia services, especially broadcasting applications, tend to impose great 

demands on the communication networks concerning bandwidth, maxi-

mum tolerable delay, jitter, and packet loss. A pessimistic estimation of the 

required network resources might lead to over-provisioning of resources 

for a single multimedia service, resulting in bad link utilization and a waste 

of network resources. On the other hand, a too optimistic mapping bears 

the risk of congestion within the network resulting in packet loss that de-

creases the End-to-End QoS. Therefore, a trade-off between these ex-

tremes has to be envisaged. 

In this context, the most relevant parameter at the upper application lay-

er with direct impact to the NQoS is the video bit rate. As it has been al-

ready mentioned earlier, the selection of the appropriate video bit rate is 
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influenced by a variety of factors, such as the content dynamics, the video 

codec and the fidelity of the encoding.  

Based on the selected video bit rate at the application level, the required 

network bandwidth can be derived, based on the overhead that is intro-

duced by the protocol stack. In a typical digital broadcasting scenario, a 

considerable amount of headers is added to the actual media payload. This 

results in an overhead for each MPEG transport stream packet that is 

transmitted over the network.  

3.2 NQoS to AppQoS and PQoS mapping 

Concerning the mapping of the Network QoS sensitive parameters (like 

delay, packet loss etc.) to perceived video quality (i.e. PQoS) some ap-

proaches have already been proposed in the literature, which perform a 

very analytical statistical model of the packet-loss visual impact on the de-

coding video quality for MPEG-2 video sequences, specifying the various 

factors that affect perceived video quality and visibility (e.g. Maximum 

number of frames affected by the packet loss, on what frame type the 

packet loss occurs etc). Similarly, a transmission/distortion modeling for 

real-time video streaming over error-prone wireless networks has also been 

presented, where a modeling of the impulse transmission distortion (i.e. the 

visual fading behavior of the transmission errors) is performed.  

However, all the already proposed models are very codec and content 

specific, while they do not also provide any end-to-end video quality esti-

mation, namely the degradation during the encoding process and the 

transmission/streaming procedure. In this framework, once the content has 

been prepared for delivery at the requested PQoS level, according to the 

reported monitored network conditions (e.g. Packet Loss rate) and the ref-

erence look up tables/rules of the NQoS to PQoS mapping, the worst case 

degradation to the application QoS (i.e. Undecoded or Lost Frames) and to 

the Service QoS (Percentage of the total duration for which the end-user 

will experience degraded PQoS – i.e. Delivered PQoS<Requested PQoS) 

could be able to predicted. According to this representation, a pre-

provision assessment of the end-to-end PQoS degradation will be per-

formed. Thus, it is necessary to develop mapping rules between the Appli-

cation Level (e.g. decodable frame rate) and the Network Level (i.e.. Pack-

et Loss, Packet Size, Packet Loss Scheme) parameters. Of course, the 

decodable frame rate metric of the application level may be extended as a 

metric to the Service Level, representing the duration percentage of the re-

quested or no-degraded PQoS level.  
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It must be noted that during this whole mapping procedure, the sophisti-

cated delay and delay variation phenomena may be not taken under con-

sideration, since it can be supposed that they are successfully managed by 

efficient play-out buffer structures or they will eventually result in packet 

loss. So, the ultimate goal of the decision-taking is to find parameters for 

both the application and network levels, which do not violate the con-

straints that were imposed at the service level in terms of PQoS.  

More specifically, regarding the application QoS and network QoS 

mapping, the translations between network packet loss ratio and De-

codable Frame Rate (Q), as well as packet size and Decodable Frame Rate 

can be exploited. Q is an application-level metric, with values ranging 

from 0 to 1.0. The larger the value of Q, the higher the successful decoding 

rate at the end-user. Q is defined as the fraction of decodable frame rate, 

which is the number of decodable frames over the total number of frames 

sent by a video source.  

)N  N  N (

N

B-totalP-totalI-total

dec

++
=   Q

 
Where Ndec is the sum of number of theoretically expected to be suc-

cessfully decoded I, P, B frames i.e., Ndec-I, Ndec-P, and Ndec-B, without tak-

ing under consideration the post-filtering and error concealment techniques 

of the codec.   

Due to the fact that the frames in a MPEG video sequence are interde-

pendent, considering a packet loss, the visual distortion due to this packet 

loss will not be limited only to the frame, on which the specific lost packet 

belongs to. On the contrary, spatial error propagation will take place, 

which will infect all the frames that are interdependent to the specific 

frame, on which a packet loss occurred. Thus, in order to calculate the the-

oretically expected error propagation due to a packet loss, one must take 

under consideration the impulse transmission of the distortion. 

From the hierarchical structure of MPEG encoding stream, a video 

frame may be considered theoretically undecodable directly or indirectly: 

 

▪ Directly undecodable when the packet loss occurred in a group of 

packets that carry the data of the specific frame.  

▪ Indirectly undecodable, when the packet loss occurred in a group 

of packets that carry the data of another frame, from which the 

current frame is directly depended and its successful decoding de-

pends on the successful decoding of the corrupted frame.  

For specifying the theoretically worst case scenario in order to avoid the 

stochastic nature of the packet loss effect on the PQoS degradation, we 
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will not consider any concealment method. So the Decodable Threshold 

(DT) is 1.0 (i.e. even one direct or indirect packet loss causes an unde-

codable frame). Therefore, our analysis will provide the worst-case of vid-

eo transmission quality degradation. 

Due to the very specific structure of an MPEG stream (i.e. GOP type), 

which is specified by successive I, P and B frames, given the deterministic 

fact that one packet loss results in the corresponding frame loss (i.e. 

DT=1.0), then the whole mapping between AppQoS and NQoS can be 

mathematically modeled. More specifically, given a GOP structure, which 

is described by two parameters GOP(N,M), where N defines the GOP 

length (i.e. the number of frames of each GOP) and the M-1 is the number 

of B frames between I-P or P-P frames, and taking under consideration the 

decoding inter-dependencies among the three frame types, then the impact 

of the packet loss ratio will be mathematically and deterministically for-

mulated. In [28], it is presented the described theoretical mathematical 

model, which for given packet loss ratio and packet loss scheme provides 

the worst case theoretically expected decodable frame rate, without con-

sidering the decoding and error concealment capabilities of each decoder. 

The proposed model of the theoretically expected is summarized in the fol-

lowing equation 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )
P

P P

I P P
I I p I B

jC
N N

C C jC C  N C C C

GOP GOP GOP

j 1 j  1

1- *N 1- * 1- *N  1-  1- *  M - 1 * 1- *N

Q     

Q  

dec dec-I dec- p dec-B

total - I total - P total - B total - I total - P total - B

to

p p p + p p p

N + N + NN

( N   N   N ) (  N   N   N )

(  N

+ +

= =

+ +

= = 
+ + + +

 
 
 =

 

tal - I total - P total - B  N   N )+ +

 

 

Where CI CP CB are the mean number of packets that transport the data 

of each frame type, p is the packet loss rate, NGOP is the total number of 

GOPs in the video flow, Ndec is the total number of decodable frames in 

the video flow, Ndec-I Ndec-P Ndec-B are the number of decodable frames in 

each type and Ntotal-I Ntotal-P Ntotal-B are the total number of each type of 

frames. 

The validity of this theoretical and mathematical framework has been 

examined in [28] by performing experiments using the ns-2 simulation 

platform for uniform packet loss distribution. As it has been deduced and 

shown on the cited paper, the dependence of the theoretically expected de-

codable frame rate and packet loss rate can be successfully described by an 

equation of the following form: 
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Q = C1Ln(p) – C2 

 

Especially for the case of packet size equal to 1000 bytes and based on 

the performed simulation, the above equation is specialized to  

 

Q = -0,3211Ln(p) - 0,4094 with R2 = 0,9971 

 

For the derivation of the above equation the random uniform model has 

been used, which provides the distributed losses with the mean loss rate (p) 

and corresponds to the worst case packet loss scenario, given that we have 

considered DT equal to 1.0. Regarding the AppQoS to the PQoS mapping, 

the application-layer Q metric can be extended to the service level, by ex-

pressing it in terms of duration percentage for error-free video transmis-

sion.  

 

4. Conclusions 

Digital video coding techniques have already prevailed in the upcoming 

broadcasting services and applications, enabling the provision of digital 

video content over various bandwidth-limited means and computationally 

low terminals. Video compression algorithms exploit the redundancy that a 

video signal contains in the spatial, temporal and frequency domain. Thus, 

by removing this redundancy in these three different domain types, it is 

achieved high compression of the data with cost the perceptual degradation 

of the content. 

This chapter outlines the various PQoS evaluation methods and com-

ments their efficiency. These methods can be mainly categorized into two 

major classes: The subjective and objective ones. The subjective test 

methods involve an audience of people, who watch a video sequence and 

evaluate its quality as perceived by them, under specific and controlled 

watching conditions. The objective methods successfully emulate the sub-

jective quality assessment results, based on criteria and metrics that can be 

measured objectively. These objective methods are classified, according to 

the availability of the original video signal to Full Reference, Reduced 

Reference and No Reference. 

Finally, the chapter discusses how the transmission errors and impair-

ments of the transmission channel are mapped to the various QoS-related 
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layers of the broadcasting service. More specifically it is examined how 

the PQoS, AppQoS and NQoS layers are crossed related when transmis-

sion predicaments are present. In this context, the effect of the packet loss 

ratio on the theoretically expected ratio of decodable frames is discussed, 

describing how the interdependencies of the encoded frames create error 

propagation. 
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