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Most of the currently available adaptation solutions of VoIP over UMTS are based on the modification of
service parameters as the only available reaction against any detected service degradation. On the con-
trary, in this paper we propose a combined approach where service-level adaptation is considered first
and, provided that no suitable parameter combination is capable of providing enough QoE, a change of
network state will be suggested. In order to do so we analyze the performance of the end-to-end (e2e)
performance metrics in this convergent scenario, the root causes of possible degradations and, finally,
the combined effects of the different network segments and their impact on the user perceived QoE.
We show the map of best performing VoIP configurations for every state of the network segments. Fur-
thermore, considering each of these configurations, we analyze the acceptability of the service or the con-
venience of trying to modify the network state. Finally, a lightweight implementation based on simple
network state estimation and decision heuristics is proposed and validated in terms of accuracy and
responsiveness.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

One of the most relevant examples of converged networks is the
Universal Mobile Telecommunications System (UMTS). From its
design, the system was conceived as a multipurpose network capa-
ble of simultaneously supporting multimedia services over the Cir-
cuit-Switched connections, and data connections over a Packet-
Switched approach. However, the evolution of the capabilities of-
fered by the current mobile Internet accesses, jointly to the gener-
alization of the multimedia services in the Internet, lead the trend
towards a converged network where both data and multimedia
services are supported over the mobile data plane.

Within this new world of business opportunities some specific
services can be taken as reference, namely the mobile Voice over
IP (VoIP) and the different modalities of mobile video provisions.
One of the drawbacks in the provision of this kind of multimedia
mobile services is the difficulty in assuring some level of perceived
Quality of Service (QOS) which shows an impact on the global
Quality of Experience (QoE) levels. To the typical network perfor-
mance variability found in the Internet, we have to add the high
variability associated to the performance of the wireless access
networks.
ll rights reserved.
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The key challenge to overtake this network variability is the
concept of adaptation, either at service or network level, or even
better in a combined cross-layer basis.

Nowadays, most of the network operators do not rely on the
deployment of an accurate network management system in order
to offer QoE-aware mobile multimedia services over data connec-
tions. It seems that the complexity associated to this kind of solu-
tions does not convey the migration in terms of business revenue.

On the contrary, most of the currently available adaptation
solutions are based on the modification of service parameters as
a reaction of the monitored service performance. However, the
decision making engine under this adaptations is usually quite
trivial, and not QoE-aware. Typical adaptation actions include the
decrease of the required bitrate when network packet losses are
detected, or the modification of the play out buffer upon variations
in the network jitter.

This kind of default adaptation actions are not always the most
optimal from the QoE perspective. And this fact is even more rele-
vant in a mobile Internet service, where the performance degrada-
tions may be caused by a series of heterogeneous reasons that
cannot be mitigated by the same reactions. Thus, we address the
need for a suitable analysis of the possible causes of degradations,
before any adaptation action can be proposed.

This paper goes in depth into the analysis of the performance of
the end-to-end (e2e) metrics, and their impact on the user per-
ceived quality of service for mobile VoIP services as a dimension
of the QoE. From the study of the root causes of degradation, we
management proposals for 3G VoIP services, Comput. Commun. (2010),
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will analyze the combined effects of the different network seg-
ments and the expected QoE for different network states. These re-
sults will be the basis to determine the most suitable configuration
of the service chain for each combined network state, and will al-
low us to propose the optimal adaptation (or set of cross-layer
adaptations) based on the available feedback information. Specifi-
cally, the contribution of this paper is threefold.

� First, a service-level adaptation map is proposed for the
dynamic management of VoIP over 3G services. Based on the
knowledge of the performance associated to each network seg-
ment, we show the best performing VoIP configuration as a dis-
tributed solution, taking into account the adaptation
capabilities at both service endpoints. Thus, each proposed VoIP
configuration results on the optimal performance for the expe-
rienced network performance in a coordinated way, instead of
making individual- and likely suboptimal-decisions.
� Secondly, based on the QoE level of each selected configuration,

we analyze the acceptability of the service since even the best
service-level option may result on poor quality. In case of unac-
ceptable service grades, the decision map provides the informa-
tion concerning the quality level expected in the adjacent
network states. Therefore, this information can be used to
detect the minimum network-level adaptations required. Since
the new network state may involve a new optimal VoIP config-
uration, the outcome of the decision making results on a QoE-
driven cross-layer adaptation procedure.
� Finally, a lightweight implementation of the system is pro-

posed. It may be difficult to obtain real-time feedback about
the performance of the access and the core networks. Hence,
we propose how these network states can be inferred from
the service endpoints. Likely being mobile devices with limited
capacity, we propose a simple estimation and decision proce-
dure, and validate this approach in terms of accuracy and
responsiveness.

The remainder of the paper is structured as follows: In Section 2
the motivation of this work is analyzed, visiting the fundamentals
and trends of the related dynamic service adaptation approaches.
Section 3 focuses on the analysis of how to estimate the QoE level
from the combined service and network status, and proposes a
mechanism for the selection of the best scoring configuration. Sec-
tion 4 addresses the specific topic of QoE-driven management of
VoIP over 3G services. After the specification of the service charac-
teristics, we show the most optimal configurations at service level
first, and from a cross-layer perspective later. Once the decision
making plane is analyzed, Section 5 deals with the implementation
issues of the proposed system. Specifically, this section studies
how the network information can be inferred from the e2e metrics,
enabling the implementation of the logic at the service endpoints.
Finally, Section 6 focuses on the validation of the whole decision
system and Section 7 gathers the main conclusions to the paper.
2. QoE-aware adaptation mechanisms

When addressing QoE management in complex environments
such as the one considered in this work, two main trends are con-
sidered: network-aware services and service-aware networks.
Both approaches highlight the need for deploying combined mech-
anisms that allow optimizing the content generation and service
provisioning procedures in a personalized way in order to assure
an enriched QoE for end users. However, the service entity where
the adaptation is carried out usually differs in each case. While
the former concerns the fine configuration and adaptation of
service parameters in function of the expected or experienced
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
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network performance, the latter focuses on the best usage of the
network resources taking into account the content characteristics.

The concept of VoIP service-awareness in the management of
converged networks has been the objective of many studies for
long now. For example, in [1] it was already overviewed the main
issues in the heterogeneous management of resources between the
UMTS access network and the interconnecting core network. Con-
cerning the network-aware service, most of the work has been de-
voted to the voice codec switching under degraded network
conditions [2]. In this sense, the Adaptive Multi-Rate (AMR) codec,
standardized by the 3GPP in 1998, offers two main features that
makes it the predominant candidate for UMTS Packet-Switched
services: accurate speech quality levels at low data rates, and the
capability to switching the codec mode almost in real-time, in a
per-frame basis (each 20 ms) [3]. The narrowband AMR codec
can work at eight codec modes, with different target encoding bi-
trates from 12.2 kbps to 4.75 kbps. Each lower codec mode pro-
vides a lower listening quality level in ideal service conditions.
Yet, if network impairments occur, the codec may change its con-
figuration to a lower codec mode in order to prevent deeper
degradations.

The analysis of the main sources of degradation provides the re-
quired knowledge for proposing the most suitable adaptation ac-
tions. Although VoIP QoE modeling will be revisited in Section 3
it is commonly known that the most important network factors
are the end-to-end delay of the communication and the experi-
enced packet loss. In [4], authors provide a comprehensive analysis
of the different contributions to the delay and loss ratio in a UMTS-
to-PSTN scenario. The end-to-end delay can be estimated as a com-
position of service-layer delays, and delays introduced by both the
UMTS Access Network (AN) and the Core Network (CN) – see the
following equation:

de2e ¼ dVoIP þ dAN þ dCN ð1Þ

The delays introduced by the VoIP service (dVoIP) are caused by the
codification and decodification delays (i.e., dcod and ddecod), the delay
introduced by the packetization scheme (dpack) and the delay intro-
duced by the dejittering buffer (djit). The delays introduced by the
network can be divided into two main factors. The delay introduced
in the UTRAN (dAN) includes the transmission delay and the addi-
tional delay due to Radio Link Control (RLC) functions. This RLC de-
lay is made up of the delay due to the slotted access to the physical
medium and the delays introduced by the RLC Protocol Data Unit
(PDU) recovery mechanism. The latter highly depends on the
UTRAN loss ratio, which determines the number of RLC PDUs to
be recovered, and on the burstiness of the losses, which may influ-
ence the time needed for recovering a erroneous SDU. Finally, the
delays introduced by the Core Network (dCN) are manly due to the
transmission effects and the possible additional delays in the
queues due to congested nodes.

Likewise, the total packet loss ratio (qe2e) can be determined by
the individual contributions of each packet loss ratio due to the dif-
ferent sources of losses.

qe2e ¼ f ðqAN;qCN;qjitÞ ð2Þ

qAN is the contribution to the packet loss ratio caused by packets
lost in the UTRAN. Considering the UTRAN working on RLC AM,
these packet losses are caused by the impossibility to locally re-
cover the lost RLC PDUs, e.g., due to the expiration of the SDU Dis-
card Timer. qCN is the packet loss ratio at the core routers, mainly
due to possible congestion situations. Finally, qjit is the packet loss
ratio experienced in the dejittering buffer, which is caused due to
voice frames arriving later than its play out time. Thus, the value
of qjit is highly impacted by the statistical characteristics of the
end-to-end delay and the dejittering process.
management proposals for 3G VoIP services, Comput. Commun. (2010),
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According to the definition of these e2e metrics, the VoIP over
UMTS scenario considered in this study may include different pos-
sible dynamic adaptation actions at service level:

� Change in the AMR mode. Upgrade to an upper AMR mode means
a better audio quality at the cost of higher bitrate requirements.
Downgrade to a lower AMR mode would result on a worse
audio quality on source, but it lowers the bitrate requirements
and, thus, the media flow may avoid degradations through the
network.
� Change in the packetization scheme. Including more than one

voice frame per RTP packet decreases the required bitrate as
well. However, it introduces additional delays to the communi-
cation and higher packet sizes make the packet loss probability
increase.
� Change in the dejittering buffer size at the destination end user.

An increase in the dejittering buffer size would likely lead to
lower voice frame losses within the buffer itself. However, it
introduces an extra delay into the play out function. Thus, it is
a trade-off to determine the most suitable value for each case,
in function of the mean value and the variability of the end-
to-end delay.

The simplest default adaptation action is limited to decreasing
the voice quality until the effect of network impairments is miti-
gated. Once the network recovers its previous performance level,
the codec may be upgraded again to improve the encoding audio
quality. These transitions are driven by a hysteresis cycle, as shown
in [5] for an IMS platform, and the result offers a significant quality
enhancement over the case of no adaptations.

Many enhancements to this trivial procedure have addressed
the selection of the best performing AMR mode for different UMTS
radio conditions. Yet, as explained in [6], the selection of the AMR
mode in VoIP services must cope with the best configuration for all
the possible combinations of access network and core network
states. This paper proposes a network-initiated selection of the
AMR mode, taking into account for the decision the feedback infor-
mation about the performance of the different network segments.
As a drawback, the adaptation actions considered in this paper are
limited to the change of the AMR mode, while other VoIP configu-
ration parameters are set up to constant values. For instance, the
packetization is kept at one single voice frame per IP packet, which
may not be the optimal configuration when the total delay for the
VoIP session takes tolerable values.

Likewise, Ref. [7] focuses on the analysis of the optimum dejit-
tering buffer size for different radio quality states, finding an opti-
mal buffer size of 60 ms for low values of the Block Error Ratio
(BLER). Several limitations are found in these results. On one hand,
the studied buffer size value is increased from 60 ms to 180 ms,
without specifying intermediate values. Moreover, the set of adap-
tation actions is also limited to the modification of the buffer size,
and the delay introduced by the core network is not considered as
well.

The contribution of all the network segments to the e2e delay
and loss ratio is well-analyzed in [4]. The proposed procedure of
analysis is useful to study the combined contributions to the e2e
performance metrics, and to their impact on the QoE based on
the E-model. As an example, the procedure is applied to detect
the most suitable combinations of packet size and dejittering buf-
fer size for different RLC configurations. However, in this proposal
the radio link quality is not taken as feedback information for the
AMR mode or codec switching process.

Beyond all these particular approaches, the most spread imple-
mentation of the e2e adaptation capabilities for VoIP nowadays is
likely the Skype application. Although being a private implementa-
tion, several works have tried to understand its operation from
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
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experimental conditions. Thus, authors of [8] infer the QoE-ori-
ented reactions that Skype performs upon network degradations.
Three types of adaptation actions are detected: (i) when network
losses appear, the sent packet sizes increase at the same packet
rate, so it seems that some kind of redundancy is used; (ii) if the
degradation persists and reaches about 20% of packet loss, the
voice codec is switched to a lower bitrate; (iii) if the delay between
the two endpoints becomes unacceptable, the data flow is relayed
over a third-party node trying to avoid a possible congested link in
the Internet.

Therefore, Skype seems to implement some kind of edge-based
intelligence, trying to discern the source of network degradation
and performing the most suitable adaptation in reaction, including
service-level and network-level modifications of the VoIP provision
chain. In the case of service-level adaptations, two main drawbacks
can be stated from [8]. On one hand, the application does not react
to bursty losses, but only to random losses. On the other one, the
response time is about 1 min, which is a high value compared to
the per-frame adaptation capability of the AMR codec. With regard
to the network-level adaptation, although the response time is re-
duced to 15 s, it seems to start only for very high delay values of
about 4 s. Finally, no information is available about the possible
joint configuration of the dejittering buffer based on the experi-
enced performance of the combined effects of the total delay and
the ratio of packet losses.

Recently, several works have been focused on the topic of cross-
layer optimization of the provision chain, aimed at maximizing the
QoE of multimedia services over mobile accesses. For example, in
[9,10] authors propose a greedy resource allocation algorithm to
solve the problem of optimizing the performance of a HSDPA cell.
These studies study how to optimize the provision of services
when the resources of the access network are not enough to cope
with the accumulated of users requirements. Thus, the radio re-
source allocation process is driven by QoE-related utility functions,
instead of the traditional throughput-maximization approach. For
the evaluation of the different solutions, the variable argument in-
cludes both service-level parameters and network-level parame-
ters. Concerning the VoIP service, the evaluation of the service
for each individual user is based on which of the considered codecs
offers a better performance for the possible network states, taking
into consideration the rate and the packet error probability that
can be achieved at each network state evaluated. Authors propose
a greedy algorithm for solving the optimization problem, and show
how the QoE-driven optimization of the cell offers enhanced re-
sults in multi-user contexts.

However, these kinds of solutions are difficult to implement in a
case study such the proposed in this paper. As cited before, the
converged approach entails that the end-to-end network perfor-
mance metrics are determined by the contributions of the different
network segments. Considering random patterns for the delay in
both AN and CN segments, the random variable associated to the
total delay should be modeled as the convolution of the random
delay variables of each segment. Thus, the modeling of the end-
to-end network performance becomes quite complex. Moreover,
the resulting network model could be too complex to be included
in an optimization algorithm, even more if we include other ser-
vice-level parameters as the packetization scheme or the buffer
size into the equation.

As a result, the optimization approach considered in this study
addresses the problem from a different perspective. First, the com-
bined impact of all the considered service configurations and net-
work states are evaluated by means of intensive simulations. Later,
the a priori knowledge will be used for the cross-layer adaptation
decision making process.

This paper tries to overcome this set of partial solutions, provid-
ing a comprehensive study of the most optimal 3G UMTS VoIP
management proposals for 3G VoIP services, Comput. Commun. (2010),
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service adaptation procedures in different combined AN/CN states.
Fig. 1 illustrates the basics of the adaptation procedure that is pro-
posed. Each horizontal plane represents a combination of AN and
CN performance states. For each coordinate within the plane, the
vertical axis represents all the possible combinations at service le-
vel. Each combination in the 3D space will take an associated esti-
mated QoE value, which will lead the decision making process for
the adaptation system.

Therefore, this proposal tries to cope with the following
objectives:

� The adaptation procedure will implement an edge-based intel-
ligence, being the endpoints capable of monitoring the network
states and proposing the most suitable adaptation actions.
� The detection of the source of the network degradations (or the

combination of effects) will cope with the requirement of real-
time reactions.
� When a new combined AN/CN state is detected, the automated

system should infer the optimal VoIP configuration for the new
network state. This means that the system will be placed at the
best scoring position in the vertical axis. For the new VoIP con-
figuration selected, the system will be able to estimate if the
expected QoE fulfils the required quality.
� In that case, if the VoIP configuration differs from the current

one, the system will launch the procedure to take the required
adaptation action, which could affect any or both of the end-
points: the sender endpoint, if the AMR mode or the packetiza-
tion scheme shall be modified, and the receiver endpoint, if the
dejittering buffer size shall be changed.
� Otherwise, the only possible solution is to move to another AN/

CN state where the service provision is able to comply with the
quality requirements. This action is represented as network
adaptation in Fig. 1, and it will likely entail a possible change
in the network or in the Quality of Service (QoS) classification
of the involved traffic. If the new position in the horizontal
plane requires the modification of the VoIP session to the corre-
sponding best configuration, this will represent a cross-layer
adaptation.

The former is basically a network-driven service adaptation ap-
proach, and can be implemented from the endpoints of the com-
munication. The latter becomes a more complex cross-layer
service and network adaptation, and its real-world implementa-
tion involves the capability to request modifications in the utiliza-
tion of network resources. Thus, this approach could be interesting
from a network operator perspective. When considering multi-user
scenarios, a network adaptation may impact the quality perceived
by the rest of the users with shared network resources, so the
CN state

AN state

Network
adaptation

Service−level
parameters combination

Service
adaptation

cross−layer
adaptation

CN state

AN state

Service
adaptation

Service state

Fig. 1. Network/Service + cross-layer adaptation approach.
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decision making could include some kind of cross-layer optimiza-
tion specific to the considered network segment. However, this
feature is not considered in the scope of this paper.
3. Analysis of QoE of VoIP services

The predominant method for assessing the PQoS of VoIP ser-
vices is the E-model, defined by the ITU-T in [11]. This model al-
lows computing the value of a rating factor R, which provides an
evaluation of the communication impairment as shown in the fol-
lowing equation:

R ¼ Ro � Is � Id � Ie-eff þ A ð3Þ

The R score computed with default values as proposed in [11] is
93.2, which corresponds to an estimated Mean Opinion Score
(MOS) score of 4.41. The additional impairment due to the network
performance is caused by two main factors. Id is defined as the
impairment due to the total mouth-to-ear delay, while Ie-eff is the
impairment factor due to the combined effect of the codec and
the packet losses. The formulation for computing the Ie-eff factor
introduced in the 03/2005 version of the E-model defines a complex
relationship between the packet loss ratio (Ppl), the characteristics
of the losses concerning its burstiness (BurstR), the codification
impairment (Ie) and the codec robustness to packet losses (Bpl).

Ie-eff ¼ Ie þ ð95� IeÞ �
Ppl

Ppl

BurstRþ Bpl

ð4Þ

One of the key advantages of these expressions is that they pro-
vide a way to estimate the expected quality of VoIP services under
specific service and network conditions. For the aims of this study,
we focus on the analysis of the quality levels achievable for AMR-
based VoIP services. A comprehensive study of the application of
the E-model to AMR-based VoIP services over 3G UMTS connec-
tions is presented in [12]. Unlike Id, which is codec-independent,
the value of Ie-eff is determined by both the performance metrics
(Ppl and BurstR) and the codec-dependent coefficients (Ie and Bpl).
Therefore, in order to carry out a comparative analysis of the per-
formance for different VoIP configurations, the values of Ppl and
BurstR are required for the considered codecs.

The AMR-12.20 mode behaves as the GSM-EFR codec, which is
included in the specifications provided in Appendix I/G.113 [13].
Therefore, the considered values are Ie = 5 and Bpl = 10. Likewise,
the AMR-7.40 codec mode is compatible with the IS-641 codec,
which takes an Ie value of 10 with no Bpl value specified. Following
the E-model, considering a default value and delay of 150 ms and
under loss-free conditions, the maximum achievable MOS scores
are 4.288 for AMR-12.2 and 4.133 for AMR-7.4.

However, the values of these parameters are not available for
the whole set of the AMR modes. From the scientific bibliography,
one of the most comprehensive studies regarding AMR subjective
quality ratings is provided in [14], where a method for computing
the Ie-eff factor in a logarithmic form (5) is proposed.

Ie-eff ¼ a � lnð1þ b � qÞ þ c ð5Þ

In the expression (5) q is the voice packets loss rate while a, b and c
are constants dependent on AMR mode as shown in Table 1.

Compared to the original Ie-eff expression, the c coefficient
would be the corresponding to the Ie factor, while the impairment
and codec resiliency to packet losses become determined by the
logarithmic factor. Thus, this expression will be used in the estima-
tion of the MOS values for the different network conditions.
management proposals for 3G VoIP services, Comput. Commun. (2010),

http://dx.doi.org/10.1016/j.comcom.2010.04.004


Table 1
Fitting parameters for Ie vs. packet loss for different codecs (based on PESQ-LQO).

Par. AMR-122
(12.2 kb/s)

AMR-102
(10.2 kb/s)

AMR-795
(7.95 kb/s)

AMR-74
(7.4 kb/s)

AMR-67
(6.7 kb/s)

AMR-59
(5.9 kb/s)

AMR-515
(5.15 kb/s)

AMR-475
(4.75 kb/s)

a 22.98 21.14 22.80 22.63 22.86 23.41 25.83 26.46
b 0.305 0.362 0.220 0.211 0.180 0.148 0.100 0.088
c 10.07 13.23 19.50 20.76 23.79 27.36 30.45 32.42
R2 0.9997 0.9999 0.9998 0.9999 0.9999 0.9999 0.9999 0.9998
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3.1. QoE estimations for the case study of converged networks

The previous expressions allow us to develop comparative anal-
yses of the expected QoE levels based on the computation of the
MOS scores. Considered a specific network performance status,
the loss and delay patterns can be obtained. Jointly with the buffer
configuration, these metrics determine the total mouth-to-ear de-
lay and the total loss ratio of voice frames. The expression (5) al-
lows us to follow the impairment produced by the combined
effect of the service configuration and the network performance.
And finally, the evolution of the MOS scores will determine the
user experienced quality. As well, the inclusion of the BurstR
parameter in (4) allows estimating the expected MOS scores for
different packet loss conditions. The BurstR parameter reflects the
short-term dependency of packet losses, as detailed in [15]. This
is especially useful when considering radio-based mobile commu-
nications, due to the bursty nature of losses.

However, we face two main problems for the direct application
of these expressions for the considered converged network sce-
nario. On one hand, the BurstR parameter is related to the IPl-layer
packet loss pattern. As we describe in Section 4.1.2, our case study
considers the performance of the AN to be based on the RLC-layer
error model. Although this error model is based on a two-state
Markov model, it cannot be directly mapped to the IP-layer packet
loss model when RLC retransmissions are enabled since this rela-
tionship depends on several parameters, such as the error rate,
the available bitrate for RLC retransmissions, the retransmissions
timer or even the packets size.

Additionally, the packet loss pattern in our case study is a result
of the contributions of the different network segments. Even under
no network losses, the final impact on the expected quality is a
function of the different contributions to the total delay, which
determines the losses at the dejittering buffer. If we consider ran-
dom delay contributions, the total network delay can be obtained
from the convolution of the individual contributions. As a result,
we need to run long voice simulations in order to capture all the
possible effects of the combined contributions of the random vari-
ables for a single combined AN/CN state. So, a long-term evaluation
of the quality is required.

Fig. 2 shows a comparison between the evolution of the MOS
scores for two different VoIP sessions, with different service config-
urations, which are being provided under the same network
conditions.

From the inspection of these traces, we can state the difficulty
of selecting the optimal result. The high variability of the MOS
scores over time found in this case illustrates that the mean MOS
values for the whole trace is worthless for representing the user
experienced QoS by itself.

In order to evaluate the global quality of a long sequence,
where the network conditions vary over the time, an integral ap-
proach shall be used. In [15], different approaches intended to
solve this problem are analyzed and compared. If we consider
periods of dependant losses under macroscopic evolutions of
the packet loss, four approaches are considered in order to obtain
the integral quality from the time-averaged quality assessments
for each period. A weighting process is adopted for this study,
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
doi:10.1016/j.comcom.2010.04.004
since it shows better results for the integral quality estimation
under severe degradations.

However, the analyzed weighting method is based on two as-
pects: the strength of the degradation over a time interval and
its relative position within the complete stimulus. The latter is also
considered in this study, assuming that users weight strong degra-
dations more critically. However, the former is excluded from this
study. It is well known that the recency effect may likely modify
the integral quality assessment of an individual. Yet, since the
aim of this study is to detect the expected QoE level associated
to each considered combined AN/CN state, we need to eliminate
the effect of the random appearance of severe network impair-
ments due to combined contributions.

For the aims of this study, we introduce a new objective QoE
indicator as the MOSfactor, which is aimed at including the previ-
ously discussed features of the long-term evaluation of quality.

It is generally accepted that it is preferable to keep a lower – but
still acceptable – mean MOS value if these results on a lower num-
ber of annoying degradations over the whole trace. For example, in
[15] it is shown that users’ reactions to quality improvements are
slower than their reactions to quality degradations. Thus, the per-
centage of MOS scores at several specific points arguably provides
a better estimation of the global QoE than the average value itself.
In this sense, the Experimental Cumulative Distribution Function
(ECDF) is considered to be useful to depict the general behaviour
of a sample variable over time. For instance, Fig. 3 shows the ECDF
of the MOS scores found for a series of different VoIP configura-
tions, all them under the same network conditions.

This kind of results can be useful for analyzing if the target QoE
requirements are fulfilled. For instance, a good QoE level could re-
quire that the computed MOS scores are over 3.5 for the 99% of the
time. Thus, depending on the policy implemented for each user,
this analysis could provide the feedback about the grade of QoE
achieved.

Based on a typical interpretation of the MOS scale, we define the
following significant intervals in comparison to the Public-
Switched Telephone Network (PSTN):

� I1 = MOS > 3.5: most users perceive a voice quality similar to the
PSTN quality.
� I2 = 3.1 < MOS < 3.5: under PSTN service, but acceptable quality.
� I3 = 2.5 < MOS < 3.1: quite annoying quality for most users.
� I4 = MOS < 2.5: quality level becomes unacceptable.

According to the definition of these intervals, we establish the
following QoE requirements for this study: the number of MOS
samples in the I4 interval should be kept under the 1% of the time,
while the requirement for the I3 interval is set to the 10% of the
time. These two conditions are established as mandatory, so their
significance is very high. If the results for these two lower intervals
are similar, the values within I2 and I1 become the selection criteria
for the best performing configuration.

Thus, the MOSfactor is finally defined as:

MOSfactor ¼ 100% ECDFI4

� �
þ 10% ECDFI3

� �
þ 1% ECDFI2

� �

þ 0:1% ECDFI1

� �
ð6Þ
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Fig. 2. Comparison of the MOS evolution of two VoIP sessions.
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As a result, the best scoring configuration is that with the lower
MOS factor. Fig. 4 illustrates the result of the proposed weighting
process. As can be observed, the MOS scores for the two cases rep-
resented seem very similar, and they would produce barely any
difference in the typical statistics. Yet, the second case provides a
lower number of severe degradations (below the 2.5 threshold)
and so is reflected after the weighting process. Therefore, the pro-
posed approach proves to be efficient in the detection of this kind
of behaviours.

4. VoIP services over 3G UMTS networks

4.1. Analysis of the service provision

The considered VoIP service provision is based on a typical best-
effort Internet connection, without specific QoS procedures that
would offer network performance guarantees to the multimedia
flow.

4.1.1. VoIP characteristics
In this paper, we focus on the AMR-based VoIP over 3G services

[16]. This codec offers a good quality at low bitrate demands and a
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
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real-time adaptation capability, and its performance AMR in 3G
channels has been proven in [3]. The AMR codec may work on eight
modes at different bitrates. The voice frame is always 20 ms length,
with frame sizes from 95 to 244 bits to fit the target bitrate.

The total header overhead is 40 bytes per voice frame (12 bytes
RTP, 8 bytes UDP and 20 bytes IP). Header compression is not con-
sidered in this study, since it has been proved that it may induce to
more severe packet losses under the same radio link conditions
[17]. The main alternative to reduce the protocol overhead is by
modifying the packetization, including a higher number of voice
frames per IP packet. Yet, due to latency considerations in this kind
of interactive services, the number of frames included within each
RTP packet cannot be increased too much. Thus, the optimal pack-
etization will depend on the rest of contributions to the total delay.

Finally, the impact of the network performance on the per-
ceived service level depends on the dejittering buffer size. This buf-
fer is introduced in the destination endpoint between the receiving
and playing functions in order to store a determined number of
voice frames. Thus, voice frames are delayed before being played
out, but the application results more resilient to delay variations.
As a result, the effect of the network jitter is reflected in the perfor-
mance of the dejittering buffer. If a delayed VoIP packet arrives at
management proposals for 3G VoIP services, Comput. Commun. (2010),
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the destination while the subsequent voice frame is still in the
dejittering buffer, it could be provided to the playing function
on-time. Otherwise, the packet will be computed as lost in the
dejittering buffer.
4.1.2. UTRAN model
With regards to the UTRAN configuration, the VoIP service is

supported over a Background Packet Data Protocol (PDP) Context
with a typical mobile wide area configuration as defined in 3GPP
TR 25.993 [18] for the ‘‘Interactive or Background/UL:64
DL:384 kbps/PS RAB”. The transmission channel supports maxi-
mum bitrates of 384 kbps in the downlink and 64 kbps in the up-
link over a Dedicated Channel (DCH). If no header compression is
considered, the maximum required bitrate for AMR over IP services
reaches 28.8 kbps, so the available bandwidth seems high enough
for AMR services. Table 2 shows the most relevant parameters con-
sidered for the UTRAN.

Due to this configuration, when an RLC PDU is lost, the RNC tries
to retransmit this PDU. When all the PDUs of a RLC SDU are cor-
rectly received, the UE sends it to the upper layer regardless the
status of the previous RLC SDUs. If a retransmitted RLC PDU is once
again lost, the RNC tries the retransmission until the SDU Discard
Timer expires.
Table 2
UTRAN considered parameters.

UTRAN feature Value

RLC layer
Max. bitrate at RLC level 384 kbps
RLC PDU size 320 bits
RLC mode Acknowledged Mode (AM)
Delivery order of SDUs Not in-order delivery
Allowed Transport Format Set (TFS) Six possible TFs: 0–1–2–4–8–12 TB/TBS
SDU discard mode Timer based, discard timer = 500 ms
SDU concatenation Enabled

PHY layer
Transport Block (TB) size 336 bits
Transmission Time Interval (TTI) 10 ms
Transmission Channel (TrCH) type Dedicated Channel (DCH)

Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
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Although the considered RLC AM service supports the recovery
of radio errors in the UTRAN, the quality of the audio reception
may be impacted in several ways. The local recoveries introduce
additional delays, which may lead to frame losses in the applica-
tion buffer. As well, the local recoveries are limited by a counter,
so in severe radio degradations some frames may be actually lost
in the UTRAN. Additionally, these recoveries increase the required
bitrate in the radio channel, which in high usage ratios as in the up-
link may introduce additional delays to the transmission of new
voice frames. As a result of all these considerations, we can state
the great relevance of the impact of the specific UMTS error
conditions.

Due to the bursty nature of the link error pattern in the wireless
medium, the implemented UMTS link layer model is based on a
two-state Markov model. This model governs the performance of
the UTRAN at RLC level, thus determining the correct reception
of Transport Blocks (TB) at the user side. The relevant parameters
for evaluating the impact of the link losses into the service perfor-
mance are the Block Error Rate (BLER), which determines the ratio
of Transport Blocks received with errors, and the Mean Burst
Length (MBL), which introduces the grade of burstiness in the error
pattern. The relation of these two parameters with the transition
probabilities are given by the following equations:

Pee ¼ 1� 1
MBL

ð7Þ

Pce ¼
ð1� PeeÞ � BLER

1� BLER
ð8Þ

The model parameters are configured based on the results pre-
sented in [19] from the monitoring of live 3G UMTS connections.
Specifically, two characteristics have been considered:

� For mobile users, the radio errors can be aggregated at Trans-
mission Time Interval (TTI)-level. This means that when errors
occur in a TTI, most likely all the TBs within that TTI will be
erroneous.
� The bursts of errors produced in the UTRAN follow a MBL of

approximately 1.75. Thus, the probability that more that two
or more TTIs are consecutively in error is about the 40%.
management proposals for 3G VoIP services, Comput. Commun. (2010),
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Table 3
Simulation parameters.

AN
BLER values (%) 0.1, 0.5, 1, 2.5, 5, 10, 20, 30
MBL 1.75

CN
Traffic intensity (Mbps) 0, 1, 1.5, 1.8, 1.85, 1.875, 1.9, 1.925, 1.95,

1.975
Packet size distribution Exp(350 bytes)

VoIP
AMR mode (kbps) 12.20, 10.20, 7.95
Pack. scheme (# frames/packet) 1, 2, 3
Dejittering buffer size (ms) 60, 80, 100, 120
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4.1.3. CN model
In what concerns to the core network, the transmission of data

is modeled as a basic transport service. Provided that the transmis-
sion links in the core network do not experience physical prob-
lems, the overall network performance will be determined by the
performance of the routing elements.

In the typical best-effort service, each node examines the next
hop of the IP packet and then places the packet into the corre-
sponding output interface. The variability of the network metrics
is caused by the behaviour of these output queues. The latency in
the transmission of a packet depends on its transmission time, as
well as the transmission time of all the IP packets that are previ-
ously stored in the transmission queue, being the transmission
time a function of the packet size and the transmission capacity.
This effect determines the contribution to the total delay.

Additionally, the transmission queues are of finite size. Thus, if a
burst of packets arrives at the node the queue could be congested-
physically or logically by configuration-causing packet drops.

Therefore, the general performance will be determined by the
combination of the node parameters – output capacity and trans-
mission queue size – and the characteristics of the arriving traffic
– the packet arrival rate and the packet size distribution. In this
study, the combination of the output capacity and the packet arri-
val rate will be established by a unique configuration parameter,
namely the traffic intensity. Specifically, we consider the case of
a traffic trunk that is exclusively devoted to the transportation of
all the data packets belonging to the UMTS traffic. Thus, we con-
sider a traffic trunk of 2 Mbps which will work at different operat-
ing points depending on the evolution of the supported traffic
intensity.

With regard to the packet size, the expected traffic is considered
to be made up of the combination of packets belonging to different
VoIP and mobile video flows.

� For VoIP flows, the packet sizes are kept at low values. For
example, for the three higher AMR modes and for packetization
schemes up to 3, the packet sizes fall in the range of 60 bytes to
131 bytes [12].
� For mobile video resolutions, the optimal value for the maxi-

mum packet size is quite linked to the optimal video slice size,
which at the same time depends on the experienced BLER value,
as explained in [20]. Different studies propose values of 110,
300 or 680 bytes as optimal values for different BLER condi-
tions. For good radio reception conditions, values close to the
MTU can be used, e.g., 1400 bytes of maximum slice size.
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Experimental results show that, keeping a comparable number
of simultaneous VoIP and video users with varying flow character-
istics, the packet size distribution can be approximated as an expo-
nential distribution with mean values within the range of 200–400
bytes. Fig. 5 illustrates an example where the number of packets
belonging to different video configurations is similar.

Therefore, at low traffic loads the resulting network perfor-
mance will be accurate, while as the traffic load increases the prob-
ability of packet drops and the probability of transmission delays
will raise exponentially.
4.1.4. Simulation set up
In order to analyze the impact on the QoE of the combined

service-level configuration and network-level performance, a
number of simulations have been run. Table 3 illustrates the most
relevant configuration parameters set up for the case study at ser-
vice and network levels. For the service configuration, three
parameters are considered significant for the user experience.
The AMR mode determines the encoding audio quality, so only
the three better modes are used. The packetization scheme deter-
mines the number of voice frames that are transmitted in a single
RTP packet, and has an impact on the header overhead and the
latency of the frames. Finally, the size of the dejittering buffer
governs the application-level voice frame loss ratio for a same
packet jitter pattern. Concerning the UTRAN, the network perfor-
mance is given by the error pattern at RLC level. The burst pattern
is kept constant for all the studies, while the BLER values are var-
ied from good reception conditions – 0.1% of BLER – to severe
radio degradations – 30% of BLER. With regard to the core net-
work, the network performance is determined by the traffic
intensity and the distribution of the packet size. In this study,
0 1200 1400 1600 1800 2000
ze (bytes)

experimental trace
exp(200)
exp(300)
exp(400)

et size probability distribution for CN.
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the packet size pattern is fixed to an exponential distribution
with a mean outcome of 350 bytes. Meanwhile, the background
traffic load is varied from the unload condition to a heavy loaded
network, where the ratio between the arrival and the service
capacities are close to one.

In the rest of the document, the VoIP configuration will be rep-
resented as a 3-tuple (triple) of parameters (i, j, k), or as a unique
ordered numerical value as given by the following equation:

Service level parameter set ¼ ði; j; kÞ
Ordered set : x

x ¼ ði� 1Þ � 12þ ðj� 1Þ � 4þ k;

i ¼ ð1� 3Þ for f12:20;10:20;7:95gkbps

j ¼ ð1� 3Þ for f1;2;3gframes=packets

k ¼ ð1� 4Þ for f60;80;100;120gms of buffer

8><
>:

ð9Þ

The service provision scenario has been implemented in OPNET
Modeler, including support of a better E-model implementation,
two-state Markov modeled bursty radio channel, and the service-
level and network-level adaptation capabilities. In order to analyze
the impact on QoE of the combined AN/CN effects, all the possible
combinations of network states have been configured. In total, a
number of 80 combined network states have been tested. For each
pair of network parameters, a total of nine possible VoIP configura-
tions are used to transmit the digitalized voice frames, combining
all the possible AMR mode and packetization values. These two
parameters have a direct impact on the performance results for
each considered network state, since they determine the required
bitrate and the used packet sizes. Meanwhile, the dejittering buffer
size is considered during the post-processing phase, in order to
determine whether VoIP packets arrive on-time to be played out
or are finally discarded in the buffer. The simulation time is config-
ured to 300 s for each of the 720 simulations.

The output of the network simulation process is a set of packet
traces, each of them including all the VoIP packets successfully re-
ceived at the user side and the associated e2e delay. Based on this
information, the service performance can be inferred by computing
the resulting MOS scores. Thus, we finally obtain a total of
36 � 720 traces with the evolution of the MOS scores over 300 s
for each combination of VoIP configuration, AN state and CN state.
Based on these results, we analyze the global behaviour of each
trace in terms of QoE, in order to determine the optimal service
configuration for each network state.
4.2. Selection of best VoIP configurations

The approach described in Fig. 1 allows us to develop an auto-
mated decision making process aimed at evaluating the suitability
of each VoIP configuration for all the combined AN/CN states. The
output of this process is a list that includes the 36 possible VoIP
configurations sorted by the obtained MOSfactor value, i.e., ordered
by the estimated QoE.

Fig. 6 shows the results found where BLER is set up to 5% in the
access network, and for all the considered loads in the core net-
work. The y-axis shows the computed MOSfactor values, while the
x-axis represents all the considered VoIP configurations as given
in (9).

As a first result, the QoE-based analysis provides the most suit-
able VoIP configuration for each combined AN/CN state. These re-
sults can be used as a decision making engine intended to drive
an automated network-aware dynamic VoIP adaptation procedure.

Additionally, we can easily find how far the different VoIP con-
figurations are in terms of our objective QoE indicator, which can
be useful in order to make the final adaptation decision. On one
hand, the difference in the MOSfactor scale provides an estimation
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
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of how the QoE would be improved if the proposed VoIP adaptation
is performed. Thus, it would be another aspect to take into account
for evaluating if the proposed switch is worth to be carried out or
not. On the other hand, this information could be useful from the
standpoint of the optimization of resource usage. For example, if
the distance in the MOSfactor scale between two possible VoIP con-
figurations is low, it could be preferable the configuration with a
lower bitrate requirement – this is, with lower AMR mode or high-
er packetization scheme.
4.2.1. Service-level decision map
From a similar analysis for all the network states defined, we

can find the most suitable VoIP configuration for each considered
case. Fig. 7 visually summarizes the results obtained in the whole
process.

The values for the VoIP configuration are those given by (9),
while the values for the AN states and the CN states are those pre-
sented in Table 4.

From these results, we can address the need for considering an
adaptation approach which takes into account the combined VoIP
configuration capabilities.

� At low BER values of 0.1%, the best configuration for the non-
loaded CN is the default AMR-12.20 codec mode with one voice
frame per packet, and a dejittering buffer size of 60 ms, as
determined for example in [7]. This minimal buffer is needed
mainly due to the transmission effects through the UMTS net-
work, which introduces discrete jitter values.
� The increase of the CN load does not impact the VoIP session

until it reaches the 95%. Here, the additional jitter may be mit-
igated decreasing the required bitrate. Since the jitter due to
RLC retransmissions is low, the total delay is kept in tolerant
values, and the bitrate can be decreased by the packetization
scheme instead of downgrading the codec mode. As the CN
load keeps increasing, the additional jitter requires an increase
of the buffer size for accommodating the packets. In the limit
of 98.75% of CN load, the introduced jitter requires a high buf-
fer size of 100 ms. The total delay is thus increased, and as a
result the packetization scheme is set up back to the default
value.
� For the low-medium BLER values in the range up to 5%, the

effects seem similar. We find a range of CN loads where the
additional delays are tolerated, so the best scoring VoIP config-
uration is given by the trade-off between the delay and loss
impairments and driven by the value of the buffer size. Then,
we find an area where the jitter introduced by the CN is the
most relevant impairment, and the transmission bitrate is
reduced. We must note that, in this range, the effect of the
bitrate reduction is always worse in terms of QoE by downgrad-
ing the AMR mode than by increasing the number of voice
frames per packet. Finally, there is a third area where the con-
tribution to the total delay is more worthy due to a higher buf-
fer size than due to a higher packetization scheme. As can be
observed, the location oh these areas is moved towards lower
CN states as the BLER value is increased.
� Another relevant finding is that for all these low-medium BLER

configurations, the codec mode is barely selected to switch. At
10% of BLER, the AMR-10.20 mode is selected at two different
CN loads, while for 20–30% of BLER the best performing codec
mode varies between the three considered values of AMR-
12.20, AMR-10.20 and AMR-7.95. As well, for these severe radio
degradations, the packetization is switched to high values in
order to minimize the contribution of the CN to the delay vari-
ation. This effect seems to follow the codec adaptation proce-
dure explained in [8].
management proposals for 3G VoIP services, Comput. Commun. (2010),
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Table 4
Best choice of service-level parameters.

AN state BLER (%) CN state: traffic load (%)

0 50 75 90 92.5 93.75 95 92.65 97.5 98.75

0.1 (1,1,1) (1,1,1) (1,1,1) (1,1,1) (1,1,1) (1,1,1) (1,2,1) (1,2,1) (1,2,2) (1,1,3)
0.5 (1,1,3) (1,1,3) (1,1,1) (1,1,1) (1,1,1) (1,2,1) (1,2,1) (1,2,1) (1,2,2) (1,1,3)
1 (1,1,3) (1,1,3) (1,1,3) (1,1,3) (1,2,1) (1,2,1) (1,2,1) (1,2,1) (1,1,3) (1,1,3)
2.5 (1,1,3) (1,1,3) (1,1,3) (1,2,1) (1,2,1) (1,2,1) (1,1,3) (1,1,3) (1,1,3) (1,1,3)
5 (1,1,3) (1,1,4) (2,1,4) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (1,1,3)
10 (1,1,4) (2,1,4) (1,1,4) (1,2,2) (1,2,2) (1,2,2) (1,2,2) (2,3,2) (1,2,2) (1,3,3)
20 (1,3,3) (1,1,4) (1,3,3) (2,3,1) (3,3,1) (3,3,1) (2,3,1) (1,2,2) (2,3,2) (1,3,2)
30 (1,3,1) (1,3,1) (1,3,1) (3,3,1) (3,3,1) (3,3,1) (3,3,1) (3,3,1) (2,3,2) (1,3,2)

10 J.-O. Fajardo et al. / Computer Communications xxx (2010) xxx–xxx

ARTICLE IN PRESS

Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic management proposals for 3G VoIP services, Comput. Commun. (2010),
doi:10.1016/j.comcom.2010.04.004

http://dx.doi.org/10.1016/j.comcom.2010.04.004


Table 5
Percentage of fulfilment at different target QoE thresholds.

BLER (%) MOS < 3.5 MOS < 3.1 MOS < 2.5

Min (%) Max (%) Min (%) Max (%) Min (%) Max (%)

0.1 0.71 1.52 0 0.70 0 0
0.5 4.27 12.61 0.67 2.71 0 0
1 9.72 25.83 2.63 6.10 0.37 0.89
2.5 29.85 53.69 12.86 20.92 1.72 4.74
5 63.93 80.96 38.99 55.22 12.27 22.38

10 87.92 97.18 80.57 88.65 42.61 62.71
20 98.42 99.84 98.42 99.34 91.43 94.07
30 99.46 100 99.46 100 98.49 99.50
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4.3. Analysis of achievable QoE levels

From the previous results, an automated decision system could
be able to recommend service-level adaptations based on the ac-
tual network performance. In this section, we examine the QoE
that the mobile end users could expect as the result of these dy-
namic adaptations.

Fig. 8 shows the ECDF of the MOS values associated to the
VoIP configurations that are selected as the best choices by the
automated adaptation system. The figure shows how the CN con-
ditions modify the achievable quality levels for the specific case
of a BLER value of 2.5%. In addition, in order to illustrate the im-
pact of both network segment on the achievable quality levels,
Fig. 9 representats the results obtained for all the considered
AN/CN states in a boxplot. For each AN state, all the traces for
the different CN states are shown. From a simple inspection of re-
sults, we can observe the high impact of the increasing BLER on
the experienced quality.

In order to analyze the actual impact of the CN performance in
the QoE, we analyze the amount of samples that are below the
three MOS thresholds specified as representative for the user expe-
rience. Therefore, Table 5 gathers the maximum and minimum val-
ues found in the ECDF of the MOS at those thresholds for all the
different BLER values.

As well, Table 6 represents the mean values of the MOS scores
found for the selected best VoIP configuration at each combined
AN/CN state.

From the data in Tables 5 and 6, we can undertake several rel-
evant conclusions:
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� For low BLER values, in the range of 0.1–1%, the analysis of the
mean MOS values seem to entail accurate QoE levels. The mean
MOS is over the 3.5 threshold for all the CN loads considered.
– Yet, if we focus on the study of the ECDF values in Table 5,

we detect that the CN state may be quite relevant for the
same experienced BLER. For instance, and increase of the
number of samples under the 3.5 threshold from 9.72% to
25.83% may involve a high impact on the QoE.

� For a BLER of 2.5%, the effect of CN is not negligible even based
on the simple analysis of the mean MOS values. As can be seen,
up to 50% of traffic load the mean MOS is kept above the 3.5
threshold, while for higher loads the mean MOS goes down
under that threshold.
– The ECDF analysis shows a difference of approximately the

double in the percentage of samples over and under each
MOS threshold between the best and the worse cases.

� Similarly, for 5% and 10% of BLER the CN state determines if the
mean MOS values are over or under the thresholds of 3.1 and
2.5, respectively.
� In terms of service acceptability, we must highlight that for

BLER of 5% the best case shows a 12.27% of samples under the
2.5 threshold, which is quite a severe degradation for most
users. As well, for BLER of 10% and above, the QoE seems to
be not acceptable.

Therefore in both cases according to the approach in Fig. 1 we
should trigger a network adaptation mechanism in order to jump
to other AN/CN state.
5. Lightweight implementation at service endpoints

From previous results, an automated decision making system
could infer different adaptation actions in the service provision
urations grouped by BLER

BLER=1% BLER=0.1%BLER=0.5%BLER=2.5%

he best VoIP choice per AN/CN state.
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Table 6
Mean MOS values for the most optimal VoIP configurations.

AN state BLER (%) CN state: traffic load (%)

0 50 75 90 92.5 93.75 95 92.65 97.5 98.75

0.1 3.9967 3.9967 4.0086 3.9882 4.0073 4.0084 3.9932 3.9932 3.9712 3.9731
0.5 3.8855 3.8855 3.8675 3.8993 3.8941 3.8873 3.8925 3.9000 3.8716 3.8596
1 3.7736 3.7778 3.7426 3.7437 3.7672 3.7244 3.7720 3.7683 3.7272 3.7273
2.5 3.5035 3.5070 3.4241 3.4462 3.4800 3.4716 3.3866 3.3781 3.3797 3.3645
5 3.1079 3.2348 2.9942 2.9974 2.9888 2.9961 3.0018 3.0001 2.9429 2.9164

10 2.6455 2.5640 2.5799 2.3569 2.4056 2.3866 2.3749 2.1917 2.4089 2.2436
20 1.5816 2.0299 1.5838 1.6446 1.6333 1.6321 1.6574 1.6693 1.5469 1.5704
30 1.4284 1.4314 1.4271 1.3384 1.3327 1.3315 1.3417 1.3526 1.2897 1.3290

Table 7
Variance of the delay.

BLER (%) Range of variance (ms)

0.1 14–52
0.5 103–147
1 204–270
2.5 508–620
5 1050–1230

10 2087–2494
20 4624–5627
30 8654–10341
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chain based on the knowledge of the network status. As a result,
the problem arises regarding how to take feedback information
from the network in order to estimate its performance and make
the most optimal decisions.

If the intelligent decision maker is integrated within a network
management infrastructure, the AN and CN states could be esti-
mated or monitored from the network elements themselves. How-
ever, in an end-to-end service adaptation approach the feedback
information must be gathered at the endpoints.

Hereafter, we address the problem of how the different network
states can be identified from the user side based on the statistics of
the received data. In this case, in addition to the limited informa-
tion, we must consider the likely limited capacity of a terminal de-
vice for processing all this information. Therefore, the
identification of network states shall be based on rather simple
operations.

From a first inspection of the e2e delay traces, we find the re-
sults shown in Fig. 10. Fig. 10a represents the mean values of the
e2e delay found for the whole set of traces, while Fig. 10b repre-
sents the variance of the e2e delay values of each trace. The x-axis
includes all the simulations run for the default values of AMR-
12.20 mode and single packetization scheme. The ordering of the
traces is per AN state first and per CN state later, this is, the first
10 traces correspond to the 0.1% of BLER for the 10 possible CN
loads.

From Fig. 10b, we can state that the variances of e2e delay
seems to be a good indicator of the AN state. As can be observed,
the found range of values is different and non-overlapping for
the different intervals of traces. Thus, in this case we can conclude
that the higher variations in the e2e delay are mainly caused by the
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effects of the BLER. Each Transport Block erroneously received at
the user side is retransmitted by the RNC due to the error recovery
function of the RLC AM mode. This retransmission increases the to-
tal transmission time of the Transport Block in about 90 ms, which
at the same time makes the total packet transmission time in-
crease. Logically, a higher number of retransmissions results on a
higher increase on the e2e delay.

The corresponding values of the variance of the delay all over
the traces are shown in Table 7. Since they are non-overlapping
values, this statistic is proposed for the identification of the AN
state.

Once we can identify the BLER value, we focus on the differen-
tiation of the different CN states. As can be seen, the mean e2e
delay increases both with the experienced BLER in the AN and
with the traffic load in the CN. On one hand, the mean delay in-
creases with the BLER due to a higher number of RLC retransmis-
sions. At higher BLER values, the number of voice frames with at
40 50 60 70 80
ork states

each e2e delay trace

40 50 60 70 80
ork states

ach e2e delay trace

elay for different AN/CN states.
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Table 8
Variation of mean of delays.

CN load (%) Range of mean delays for the truncated trace (ms)

0 53.6391–54.9374
50 53.8417–55.5828
75 59.8953–60.9208
90 70.7002–71.3646
92.50 74.8481–76.76
93.75 79.9051–80.8707
95 87.0688–87.8273
96.25 97.5119–98.2511
97.50 105.5178–106.0589
98.75 114.3352–114.8968
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least one retransmitted TB increases, contributing to the mean
delay with a higher value. In addition, at high BLER values the
probability that a TB has to be retransmitted more than once is
not negligible. On the other hand, the mean delay increases with
the CN load due to the performance of the transmission queues.
The associated additional delays are governed by the traffic arri-
val rate – i.e., the total load over the capacity – and the packet
arrival patter, which in this case is characterized by a packet size
that follows an exponential distribution. Since the packet size
pattern is fixed in this experiment, the additional contribution
of the CN to the mean delay will increase exponentially as the
occupancy gets closer to one.

Due to this dual contribution to the e2e delays, these values
cannot be used to identify the CN state independently. There-
fore, we try to eliminate the contribution of RLC retransmissions
by dropping these samples from the e2e delay traces. The result-
ing truncated trace still shows a great variability of values for
the different BLER values within each CN state. The obtained
mean values are quite overlapping, and thus are not useful for
establishing identification ranges. However, for each individual
CN state, the variance of the mean delay values over different
AN states is mainly caused by the very high BLER values of
20% and 30%. This effect is produced by the fact that, at very
high error ratios, the number of RLC PDU retransmissions be-
comes very high. Thus, many situations occur where the RLC
data to be transmitted to the user side becomes delayed since
the TTIs are full with data to be retransmitted, which takes more
priority.

To avoid this effect in the identification of AN states at high
BLER values, we decide to drop from the delay traces not only
the packets with retransmitted segments, but also the following
samples. In summary, we find that when two samples per retrans-
mission are dropped the intervals are already non-overlapping.
Fig. 11 gathers the evolution of the mean e2e delays for the new
truncated delay trace.

In general, the evolution of the computed mean delays seems
to follow the trend of the evolution of the traffic load in the CN.
One issue that cannot be avoided regards the identification of
the two lowest traffic load states. For all the tests performed,
the contribution of the CN to the total delay is very similar up
to the 50% of traffic load. In most of the cases this effect is neg-
ligible for the QoE, but in some specific cases this may result in
wrong decisions. For simplicity, those values are also gathered in
Table 8.
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6. Accuracy of the decision maker

From the results provided in the two previous sections, we are
able to propose an automated dynamic VoIP adaptation system
which, based on the delay information monitored at the endpoints,
is capable of proposing the most suitable VoIP configuration in re-
sponse to the expected performance of both the AN and the CN.
Yet, there is another feature that must be taken into account in
such a system, which is the capability of producing real-time re-
sponses to the actual network performance levels.

6.1. Responsiveness of the system

The value ranges presented in Tables 7 and 8 are obtained from
the analysis of the whole trace, and thus are related to long-term
evaluation of the e2e delay values. With the intent to implement
a decision maker in an interactive multimedia service, the respon-
siveness of the system must be analyzed and kept in accurate
values.

Thus, in this section we will examine the capability of the pro-
posed network performance identification approach where the
measuring interval is reduced. For such a purpose, we evaluate
the evolution of the two established statistics over time. Both sta-
tistics are continually computed over time when a new delay sam-
ple is available, this is, upon the arrival of a new voice packet at the
user terminal. Both computations are carried out in a moving-win-
dow manner, in order to include the effects of recently received
packets and avoid the contribution of distant samples.

Logically, the size of the sample window will have a great im-
pact on the obtained results. Thus, a total of eight window sizes
0 50 60 70 80
rk states

d delay traces for different AN/CN states.
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Table 9
Evolution of window size.

W (number of samples) 50 150 500 750 1000 1250 1500 1750

Considered time (s) 1 5 10 15 20 25 30 35
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(W) have been tested, as shown in Table 9. For the case of one voice
frame per RTP packet, the relationship between the window size
and the considered sample time is governed by the fact that 50
packets per second are generated.

Fig. 13 illustrates the results obtained for the variance of the
monitored e2e delays for all the considered window sizes. Each
subplot includes the results for all the traces, grouped in colours
in a per AN state basis. As can be observed, the different ranges ap-
pear more clearly as the window size is increased.

Likewise, Fig. 12 shows the results of similar experiments for
the mean values of the truncated delay traces. In this case, the dif-
ferent traces are grouped in different colours based on their asso-
ciated CN load. The simple visual inspection shows that the
different ranges seem non-overlapping even for low window sizes.

As a result, the relationship between the window size and the
width of the ranges can be seen as a trade-off. Translated to the
QoE plane, this trade-off determines the relation between the
responsiveness of the system – this is, how quick the adaptation
actions can be produced – and the accuracy of the decisions – this
is, the suitability of the network identifications and the consequent
VoIP adaptation proposals.
6.2. Accuracy of network state estimations

Based on the evolution of the computed values for the selected
statistics, we develop a module that continuously provides estima-
tions of the network states over the time. As a compromise of
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accuracy and responsiveness, we show the results found for the
window size of 250 samples.

From Fig. 10b, it seems that the CN state can be suitably fol-
lowed with this approach. However, the evolution shown in
Fig. 10b for the variance does not allow us to foresee a good iden-
tification outcome. From a detailed analysis of the variance over
time, we detect that for W = 250 the percentages of successful
identifications are between 13.65% and 37.19%. The percentage of
wrong decisions is always under the 1% for BLER values of 10–
30%, and this percentage increases as the BLER comes lower. Yet,
except for the lowest BLER values under the 1%, the percentage
of good identifications is always superior to the percentage of
wrong identifications.

Therefore, we establish the window size of 250 samples as a
reasonable solution for the accuracy vs. responsiveness in the sys-
tem. This window value is not only a relevant factor in the trade-off
between responsiveness and accuracy, but it has also determines
the overload that the endpoint has to support for inferring network
states. Since we find good results for 250 samples, the number of
delay values to be stored and the related number of operations is
very limited, even for mobile devices.

For low BLER network states, up to 1%, this approach is not able
to provide reliable estimations. Yet, these are best network perfor-
mance conditions, and the final impact on the QoE may be limited.
This effect is later analyzed, where we study the impact of possible
wrong decisions on the user experienced quality.

In summary, the logic for the estimation of the network states is
implemented as follows:

� For each new delay sample, the two selected statistics are
updated. Only the past samples within the window size are con-
sidered for the computation.
� If any of the obtained values fall into one of the established

ranges, the corresponding network state is updated. Otherwise,
both network states are kept as in the previous iteration.
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Fig. 13. Computed variance of the e2e delay for different window sizes.
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Fig. 14 illustrates the ratio of good and wrong decisions in
the estimation of the AN state. The delay traces are ordered
per AN state first, and then per CN state. As expected, the
worst results are found for BLER values of 0.5% and 1%, which
are those traces from 11 to 30. Even in those worse cases, we
can see that the wrong decisions mainly fall in the adjacent
BLER states, which may limit the grade of failure in the deci-
sion making. For high BLER values, the percentage of good esti-
mations is very high, which allows a quick identification of
severe network degradations in order to perform quick
adaptations.

Table 10 gathers the Root Mean Square Error (RMSE) val-
ues associated to the estimations. For each combination of
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
doi:10.1016/j.comcom.2010.04.004
AN and CN states, the table shows the RMSE of the BLER
estimation.

Similarly, Fig. 15 represents the ratio of CN state estimations for
all the simulations. In this case, the delay traces have been sorted
per their configured CN state first, and based on the AN state sec-
ondly. Again, the expected behaviour is followed. For the first two
CN sates – trace numbers from 1 to 16 – the contribution to the to-
tal delay cannot be differentiated and both states are identified as
the non-loaded network state. This effect can be clearly observed
in Table 11, where the RMSE for the second CN state tends to
one for all the cases. This means that most of the times the CN load
state of 50% is estimated as a non-loaded CN state. The rest of the
CN loads are quite well estimated.
management proposals for 3G VoIP services, Comput. Commun. (2010),
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Table 10
RMSE of estimated AN states.

AN state BLER (%) CN state: traffic load (%)

0 50 75 90 92.5 93.75 95 92.65 97.5 98.75

0.1 0 0 0.2619 0.2931 0 0.2928 0.2928 0.2623 0.1319 0.1917
0.5 0.8528 0.8142 0.965 0.8163 0.7875 0.9498 0.8992 0.9454 0.9274 0.8107
1 1.0884 1.0545 0.992 1.0465 0.9702 0.9728 0.9976 0.9023 0.9605 0.9647
2.5 0.7441 0.8017 0.6837 0.7177 0.6977 0.6023 0.7144 0.6255 0.6664 0.7183
5 0.5585 0.5275 0.508 0.5068 0.3707 0.3768 0.5415 0.3706 0.4261 0.4598

10 0.1959 0.4277 0.263 0.2644 0.3313 0.3186 0.2379 0.2908 0.2511 0.2215
20 0.1649 0.2117 0 0 0.1508 0.2148 0.1385 0 0.1309 0.2705
30 0.184 0.4235 0.1968 0.32 0.3493 0.1481 0.0603 0.1647 0 0
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Fig. 15. Ratio of CN state proper estimations.

Table 11
RMSE of estimated CN states.

AN state BLER (%) CN state: traffic load (%)

0 50 75 90 92.5 93.75 95 92.65 97.5 98.75

0.1 0 1 0 0.1174 0 0.0388 0 0.0438 0 0
0.5 0 1 0 0.1177 0 0.0585 0.1114 0 0.1253 0
1 0 1 0 0.1095 0.0603 0 0.1269 0.0117 0.1144 0.1272
2.5 0 1 0 0 0 0.0884 0.0722 0 0.0083 0.0803
5 0 0.9912 0 0.0143 0 0.0892 0 0.166 0.1282 0.1182

10 0.0848 0.9835 0.1924 0 0 0 0.1564 0 0.0341 0.1511
20 0.4566 0.857 0.0166 0.1834 0.1713 0.1319 0 0 0.0341 0.0763
30 1 0.8153 0.0811 0.5427 0.5331 0.2691 0 0.2187 0.0117 0.0083
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6.3. Accuracy of VoIP-level decision making

Finally, we test the behaviour of the decision maker itself. As
previously introduced, the goodness of the estimation of the net-
work performance is a mean for the final objective of the system,
which is not other than keeping the QoE levels in the optimal val-
ues for the different network conditions.

Therefore, the percentage of good or wrong estimations of net-
work states is only an indicator of the system performance. As well,
the distance between a wrong estimation and the actual value
must be considered, this is, how erroneous the estimation is. It is
expectable that the performance of one specific VoIP configuration
follows a continuous trend among adjacent network states.

First, we obtain the percentage of time that the decision maker
proposes as the best choice the VoIP configuration that corre-
sponds for each configured combined AN/CN state. In this case,
the RMSE is not a valid indicator for understanding how wrong
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
doi:10.1016/j.comcom.2010.04.004
the decisions are. The sorting of the 36 possible VoIP configurations
considered does not follow a logical impact on QoE, and does not
even include a sense of proximity between VoIP configurations. Be-
cause of that, Table 12 gathers just the percentage of times when
the optimal VoIP configuration is selected by the system.

Due to the existence of flat areas in the decision map (see Fig. 7),
the percentage of correct decisions is increased over the expected
value if we take into account the ratio of accurate combined AN/
CN state identifications.

Yet, there are several combined states where the ratio of correct
decisions is not acceptable. For example, when the BLER is set to 1%
and the CN load fluctuates between 90% and 92.5%, the proposed
VoIP configuration is the optimal one only for half the time. Even
more, for CN loads of 50% and BLER values between 5% and 10%,
the optimal VoIP configuration is rarely selected.

Thus, we must study what happens for the rest of the time,
where the VoIP configuration proposed by the decision maker is
management proposals for 3G VoIP services, Comput. Commun. (2010),
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Table 12
Percentage of correct decisions for the VoIP configuration.

AN state BLER (%) CN state: traffic load (%)

0 50 75 90 92.5 93.75 95 92.65 97.5 98.75

0.1 100 100 98.28 98.28 100 96.57 100 100 99.99 100
0.5 66.11 60.71 45.17 78.89 72.37 39.25 95.67 95.46 77.09 100
1 83.02 83.10 84.92 41.61 53.17 86.61 83.94 86.75 59.09 98.40
2.5 100 99.93 93.02 62.88 90.23 84.99 59.32 72.95 81.30 100
5 91.52 3.45 74.19 82.75 87.77 88.93 82.07 86.27 87.90 90.42
10 95.44 2.20 93.09 100 100 100 100 91.54 98.75 92.81
20 77.10 26.37 100 96.64 97.70 100 98.08 100 99.88 92.68
30 96.61 82.07 95.47 91.12 100 99.96 99.64 92.55 99.99 99.99
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Fig. 16. Comparison of the achieved QoE levels: actual decisions vs. optimal configuration.
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under the optimal solution. For such a purpose, we have to analyze
the distance in the QoE scale between each selected VoIP configu-
ration and the optimal one. And that distance is included in the
concept of MOS factor introduced in this paper.

Fig. 16 illustrates the results on the QoE dimension. For all the
possible combinations of AN and CN states defined, the figure
shows the comparative results of the optimal solution and the ac-
tual selection. The optimal solution represents the VoIP configura-
tion with the minimum MOS factor among all the 36 possibilities.
For the actual selection, the presented MOS factor is the mean of
the MOS factors for all the selected VoIP configurations, weighted
by the percentage of time that each VoIP configuration is selected
by the decision maker.

For example, BLER = 5% and CNload = 50% is most of the time esti-
mated as BLER = 5% and CNload = 0%, which is another VoIP config-
uration that behaves very similar at MOS scale.
7. Conclusions

The results shown in this paper constitute an advance towards a
comprehensive QoE-driven cross-layer management system for
VoIP over 3G UMTS services. Two features are critical for achieving
Please cite this article in press as: J.-O. Fajardo et al., QoE-driven dynamic
doi:10.1016/j.comcom.2010.04.004
the best possible QoE levels in a dynamic self-configuring ap-
proach: the understanding of the different possible sources of deg-
radation and the inclusion of the network-awareness in the
decision making for the selection of the most optimal configuration
of the service provision chain.

The first contribution is related to the specification of a net-
work-based service-level adaptation mechanism, aimed at maxi-
mizing the QoE levels for varying network performance states. In
Section 4.2 we show how the most optimal VoIP configuration
evolves for different combined AN/CN states. Thus, from the
knowledge of the current performance levels related to the differ-
ent network segments, the best performing VoIP configuration is
selected. The analysis of the decision map allows us to address
the need for taking into account different service-level adaptations
at the same time, even at both endpoints of the communication.

The specific knowledge of the AN and CN network states allows
us to infer the combined impact into the QoE, and the combined
service adaptation endows the system with the capability to pro-
pose the reaction that better mitigates the degradation effects into
the QoE scale. The use of this kind of decision maps allows an easy
implementation of the logic. Although not all the network states
are covered, the evolution of the selected VoIP configurations
shows the tendencies in the optimal QoE curve. The study of the
management proposals for 3G VoIP services, Comput. Commun. (2010),
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service acceptability in Section 4.3 determines if the proposed dy-
namic service-level adaptations are worth enough, in relation to
the QoE requirements established for the user. Thus, from the anal-
ysis of acceptability the decision making process is able to infer if
network adaptations are required. In that case, based on the
knowledge of the available network-level adaptation procedures,
the system is able to detect the required network state and the
associated optimal VoIP configuration.

With regard to the actual performance of the intelligent adapta-
tion system, we show how the logic can be implemented in a light-
weight mode. In Section 5 we show how the different network
states can be inferred from a simple analysis of the packet delays.
Thus, this feedback information allows the system to make the
adaptation decisions based on the information available in the sim-
ple decision map. This feature endows the required edge-based
intelligence to the system.

The AN state is inferred from the variance of the e2e delays,
and this the inter-arrival packet can be used as well. Yet, the
CN state is identified based on absolute delay values, so at least
a first estimation of the network delay is required. Concerning
the responsiveness issues, the estimation of network states from
the endpoints entails a trade-off between the accuracy of the esti-
mations and the quickness in the reactions. Section 6 shows how
a quite reliable decision system can be achieved with a time
interval of 5 s. Compared to the state-of-the-art implementations,
this approach behaves quite well for the management of interac-
tive communications.

The worst performance of the system is found for low BLER val-
ues, since the required time for capturing changes in the RLC loss
pattern is higher. This characteristic is inherent to the nature of
the UMTS performance, and can only be overtaken with a wider
monitoring interval. Yet, with a wider sample window the system
would loss the capability to provide fast reactions to severe degra-
dations. Since the network identification procedure is kept quite
simple, the implementation of two simultaneous computation pro-
cesses would be feasible, one for the long-term and fine identifica-
tion of slight changes, and the other one for the short-term and
quick detection of severe impairments.
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